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Abstract

We connect Fourier transforms between compactified Jacobians over the moduli space of stable
curves and logarithmic Abel-Jacobi theory. As an application, we compute the pushforward of
monomials of divisors on compactified Jacobians in terms of the twisted double ramification
cycle formula.

1 Introduction

1.1 Overview

For an L2-function f : Tg := Rg/Zg → C, the integral of f can be evaluated as the 0-th Fourier
coefficient ∫

Tg

f(x)dx = f̂(0)

of the Fourier transform f̂(m) :=
∫
Tg f(x)e

−2πim·xdx, m ∈ Zg.
An analogous statement holds for a family of abelian varieties. Let π : A→ B be a family of

principally polarized abelian varieties with unit section e. Let F : CH∗(A,Q) → CH∗(A,Q) be the
Fourier-Mukai transform, given by the Poincaré line bundle. For a class α ∈ CH∗(A,Q), we have

π∗(α) = e∗F(α) , (1)

replacing integration with the pushforward π∗ and replacing evaluation at 0 with the pullback e∗.
Therefore, (1) provides a useful tool for studying the pushforward, if one knows enough about the
Fourier transform – for example, its compatibility with the weight decomposition of CH∗(A,Q).

We study here the intersection theory of certain families of degenerating abelian schemes – the
fine compactified Jacobians π : J

ϵ
g,n → Mg,n over the moduli space of stable curves – using the

Fourier transform. Two challenges arise: (i) the Poincaré line bundle does not extend to a line bundle
on the product of the compactifications, and (ii) the relative group structure is lost. To address these
issues, firstly, we construct a ‘minimal’ logarithmic modification of the product of two compactified
Jacobians where the Poincaré line bundle admits a unique line bundle extension. This construction
yields a logarithmic desingularization of Arinkin’s kernel [5, 6] and provides the Fourier transform
with a recursive structure. Secondly, we link the Fourier transform with logarithmic Abel-Jacobi
theory. The resolved Abel-Jacobi section of Holmes-Molcho-Pandharipande-Pixton-Schmitt [34]
is related to the universal double ramification (uniDR) formula of Bae-Holmes-Pandharipande-
Schmitt-Schwarz [8]. We study the Fourier transform of the class of the resolved Abel-Jacobi section
and show that the uniDR formula and Fourier transform share the same genus recursive structure,
enabling us to compute the Fourier transform effectively.

We establish formula (1) for compactified Jacobians under an appropriate normalization of
Fourier kernel. By combining this formula with the calculation of the Fourier transform, we show
that the pushforward of certain monomials of divisors can be expressed in terms of the twisted double
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ramification (DR) cycle formula DRc
g(b; a) introduced by Janda-Pixton-Pandharipande-Zvonkine [36].

Our formula involves all codimensions c ≤ g1 and considers individual coefficients of the twisted DR
formula as a polynomial in b ∈ Z and a ∈ Zn. Thus, we offer a geometric interpretation of DRc

g(b; a)
in both contexts in terms of intersection theory on compactified Jacobians.

1.2 Compactified Jacobians

Let p : Cg,n → Mg,n be the universal curve with n ≥ 1. A stability condition ϵ of degree d for p
assigns a rational number to every irreducible component of every stable curve (C, x1, . . . , xn) of
genus g with n marked points satisfying the following two conditions:

(a) the sum of the values of ϵ over the irreducible components of C equals d, and

(b) ϵ is additive under all partial smoothings of the curve C.

A prestable curve C ′ is quasi-stable if the relative dualizing sheaf ωC′ is nef and chains of unstable
components have length at most 1. A line bundle L on C ′ is admissible if L has degree 1 on each
unstable component of C ′.

With respect to a stability condition ϵ, there exists a stability inequality defining when an
admissible line bundles on a quasi-stable curve is ϵ-stable (resp. ϵ-semistable). A stability condition
ϵ is non-degenerate if there are no strictly ϵ-semistable admissible line bundles. A stability condition
ϵ0 of degree 0 is small if line bundles of multidegree 0 on underlying curves are ϵ0 stable.

For a non-degenerate stability condition ϵ of degree d for p, there exists a moduli space J
ϵ
g,n

of ϵ-stable admissible line bundles on quasi-stable curves over Mg,n ([38]). It is a proper, smooth
Deligne-Mumford stack of dimension 4g − 3 + n. In particular, for small stability condition ϵ0, J

ϵ0
g,n

contains the Jacobian of multidegree zero line bundles J
0
g,n as an open substack.

The compactified Jacobian J
ϵ
g,n carries a universal family which can be used to define tautological

classes on J
ϵ
g,n. There exists a universal quasi-stable curve with n sections,

p : Cqs
g,n → J

ϵ
g,n , xi : J

ϵ
g,n → Cqs

g,n, i = 1, . . . , n ,

with a universal admissible line bundle L on Cqs
g,n. We choose the universal admissible line bundle

to be trivialized along the first marking. For 1 ≤ i ≤ n, the ξ-class at the ith marked point is
defined by ξi := x∗i c1(L) and the κ0,1 class is defined by κ0,1 = p∗(c1(ωp,log)c1(L)). The Θ-divisor is
defined by Θ := −1

2p∗(c1(L)
2). The divisor classes ξi,Θ and κ0,1 span the rational Picard group

Pic(J
ϵ
g,n)⊗Z Q modulo divisor classes pulled back from Mg,n ([27]).

1.3 Twisted double ramification cycle formula

Let b ∈ Z be an integer and let a = (a1, . . . , an) ∈ Zn be a vector of integers satisfying

a1 + · · ·+ an = (2g − 2 + n)b . (2)

Let r be a positive integer. We denote by DRc,r
g (b; a)2 the codimension c component of the tautological

class

exp

(
−b

2

2
κ1 +

n∑
i=1

a2i
2
ψi

)
·
∑

Γ∈Gg,n

w∈WΓ,r,b

r−h1(Γ)

|Aut(Γ)|
(jΓ)∗

[ ∏
e=(h,h′)∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

]

1If the codimension c is greater than g, then DRc
g(b; a) vanishes by [19].

2In the literature, this formula is denoted by Pc,r,b
g (a), while DRb

g(a) refers to the twisted double ramification cycle,
which corresponds to the codimension g part of the double ramification cycle formula.
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in CHc(Mg,n,Q). For a detailed explanation of the notation, we refer to Section 6.1. For sufficiently
large r, DRc,r

g (b; a) becomes polynomial in r [36]. We denote by DRc
g(b; a) the value at r = 0 of the

polynomial associated with DRc,r
g (b; a).

The formula DRc
g(b; a) is a polynomial of degree 2c in the variables b, a1, . . . , an (see [62, 61]),

well-defined only modulo the relation (2). If we rewrite a1 in terms of the other variables using (2),
then we can treat it as a polynomial in the other variables alone, with no relations. It then makes
sense to take a specific coefficient of the polynomial, and we write

[DRc
g(b; a)]bma

k2
2 ···aknn

for the coefficient of the monomial bmak22 · · · aknn in DRc
g(b; a) in CHc(Mg,n,Q).

1.4 Intersection theory on compactified Jacobians

For a nondegenerate stability condition ϵ for the universal curve Cg,n → Mg,n of degree d, let
π : J

ϵ
g,n → Mg,n be the compactified Jacobian. For the definition of the tautological classes of J

ϵ
g,n,

we choose the universal line bundle which is trivialized along the first marking – so in particular,
ξ1 = 0.

Theorem 1.1. Let π : J
ϵ
g,n → Mg,n be the compactified Jacobian for a non-degenerate stability

condition ϵ. Let ℓ,m, k2, . . . , kn be non-negative integers.

(a) If 2ℓ+m+
∑

i ki < 2g, then π∗(Θ
ℓκm0,1ξ

k2
2 · · · ξknn ) = 0 in CH∗(Mg,n,Q).

(b) If 2ℓ+m+
∑
ki = 2g, then

π∗

(Θℓ

ℓ!
· (−κ0,1)

m

m!
·

n∏
i=2

ξkii
ki!

)
= (−1)g−ℓ[DRg−ℓ

g (b; a)]
bma

k2
2 ···aknn

.

In particular, the pushforward is independent of the choice of stability condition.

(c) For any ℓ,m, k2, . . . , kn, the pushforward π∗(Θ
ℓκm0,1ξ

k2
2 · · · ξknn ) lies in the tautological ring

R∗(Mg,n).

When ϵ is small, the number 2ℓ+m+
∑

i ki is the weight of the class Θℓκm0,1ξ
k2
2 · · · ξknn over the

locus M ct
g,n ⊂ Mg,n where π is an abelian scheme. Passing to rational cohomology, Theorem 1.1 (a)

can be obtained by the perverse filtration (Section 8.3). The closed formula and the independence
of stability condition in Theorem 1.1 (b) is not at all clear from previous results.

Theorem 1.1 (b) consists of the leading terms of the DR cycle formula, viewed as a polynomial
in b, a. By Theorem 1.3 below, the full DR cycle formula can be recovered from these leading terms.
Therefore Theorem 1.1 gives refined geometric meaning of the DR cycle formula.

Although our methods do not give a simple formula for the pushforward when 2ℓ+m+
∑

i ki
is greater than 2g, we can at least say that the pushforward is tautological. In this case, the
pushforward depends on the choice of stability condition ϵ, so explicit formulas will necessarily be
more complicated.

Theorem 1.1 (c) only implies that classes in the subring of CH∗(J
ϵ
g,n,Q) generated by divisors

push forward to tautological classes. The forthcoming paper [10] will show that arbitrary tautological
classes on the logarithmic Picard group push forward to tautological classes.
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1.5 Logarithmic Poincaré line bundle and Arinkin’s kernel

Our construction of the extended Poincaré line bundle is motivated by the duality of the logarithmic
Picard group. For smooth curves and their relative Jacobians, the Poincaré line bundle can be
described as the Deligne pairing of two universal line bundles. This construction extends to
logarithmically smooth curves. For a log smooth curve C → B and the logarithmic Picard group
LogPicC → B, introduced by Molcho-Wise [51], the logarithmic Poincaré line bundle3

P log → LogPicC ×B LogPicC

is defined via the Deligne pairing of the two universal logarithmic line bundles, which induces a
“geometric” duality isomorphism LogPic0(LogPic0C)

∼= LogPic0C . Any log line bundle on a log scheme
(or algebraic log space) X is representable by a line bundle on a logarithmic modification of X, and
thus, we can represent P log by a line bundle on some logarithmic modification of LogPic0C×BLogPic0C .

To connect the geometric duality obtained from the logarithmic Poincaré line bundle to derived
equivalences among compactified Jacobians is however a more delicate issue: the logarithmic modifi-
cation and line bundle representing the log Poincaré must be chosen carefully. For nondegenerate
stability conditions ϵ1 and ϵ2, J

ϵ1
C ×BJ

ϵ2
C is a natural logarithmic modification of LogPic0C×BLogPic0C ,

but the classical Poincaré line bundle on JC ×B JC does not extend to a line bundle on it; it extends
to a line bundle P only up to the open locus J ϵ1

C ×B J
ϵ2
C ∪ J ϵ1

C ×B J
ϵ2
C , where J ϵ

C ⊂ J
ϵ
C denotes the

locus of line bundles.

Theorem 1.2. For B = Mg,n, there exists a logarithmic modification f : J
(2)
C → J

ϵ1
C ×B J

ϵ2
C , where

(a) J
(2)
C is smooth and log smooth. The map f is an isomorphism over J ϵ1

C ×B J
ϵ2
C ∪ J ϵ1

C ×B J
ϵ2
C

and its complement has codimension 2;

(b) if P̃ denotes the unique line bundle on J
(2)
C extending P, then P̃ represents P log;

(c) the pushforward P := Rf∗P̃ is a maximal Cohen-Macaulay sheaf extending P;

(d) F := −⊗ P : Db
coh(J

ϵ1
C ) → Db

coh(J
ϵ2
C ) is an equivalence between derived categories.

This provides an independent proof that the line bundle P admits a maximal Cohen-Macaulay
extension, a result originally proven by Arinkin [5, 6] (later generalized in [43, 44]). Following
Arinkin’s argument, the kernel P induces a derived equivalence between J

ϵ1
C and J

ϵ2
C . Consequently,

we can use the explicit line bundle P̃ as the kernel of our derived equivalence.

1.6 Structure of the universal double ramification cycle formula

The universal double ramification formula is a natural lift of the twisted DR formula. Let Picg,n,0
denote the universal Picard stack, which parametrizes prestable curves of genus g with n markings
and total degree 0 line bundles. For b ∈ Z and a ∈ Zn satisfying (2), the uniDR formula is a
tautological class uniDRc

g(b; a) in CHc(Picg,n,0,Q) that generalizes the DR formula [8]. The uniDR
formula is also polynomial in b, ai. For a detailed explanation, we refer to Section 6.5.

The top degree part of the uniDR formula is defined by the relative group structure of Picg,n,0
over the moduli stack of prestable curves Mg,n. Under the pullback along the “multiplication by
N” map [N ] : Picg,n,0 → Picg,n,0, the uniDR formula becomes polynomial in N . We define the top

degree part ũniDR
c

g(b; a) as the part such that the sum of the weight (with respect to [N ]) and the
polynomial degree (with respect to b, ai) is exactly 2c.

3The construction of P log will appear in the forthcoming work [50] and it will not be used in this paper.
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We prove a correspondence between uniDR and its top degree part ũniDR. The correspondence
is most naturally stated using the negative zeta value regularization convention:

∞∑
k=1

kd+1 := ζ(−d− 1) = −Bd+2

d+ 2
for d ≥ 0, (3)

where Bn are the Bernoulli numbers.

Theorem 1.3 (Theorem 6.6). Let g, c, n ≥ 0. For each 0 ≤ m ≤ g, let jm : PicΓm
→ Picg,n,0 be

the stratum parameterizing curves with degenerations forced by gluing the last m pairs of markings
and let qm : PicΓm

→ Picg−m,n+2m,0 be the (Gm)m-torsor associated to partial normalization. Then

uniDRc
g(b; a) =

min(g,c)∑
m=0

1

2mm!
(jm)∗(qm)∗

[ ∑
k1,...,km>0

( m∏
i=1

ki

)
ũniDR

c−m

g−m(b; a, k1,−k1, . . . , km,−km)

]
,

where the infinite sum over ki of a polynomial in ki is evaluated via (3).

By pulling back Theorem 1.3 along the unit e : Mg,n → Picg,n, we obtain genus recursion for
the DR cycle formula (Theorem 6.1).

We also prove an identity involving the pushforward of the regular (twisted) DR cycle formula
under the map p : Mg,n+1 → Mg,n forgetting the last marking.

Theorem 1.4 (Theorem 7.1). Let g, c, n ≥ 0. Let F = p∗DR
c
g(b; a1, . . . , an+1) ∈ CHc−1(Mg,n) be

viewed as a polynomial in b, a1, . . . , an+1 modulo the relation (1). Then F is a multiple of (an+1−b)2.
Moreover, we have the identity[

F

(an+1 − b)2

]
an+1:=b

= (g + 1− c)DRc−1
g (b; a1, . . . , an) .

A generalization of this theorem to the uniDR formula is given in Section 7.6 (Theorem 7.7).

1.7 Fourier transform and the resolved Abel-Jacobi sections

We sketch our proof of Theorem 1.1 here; full details are found in Section 8. Our key approach to
computing the Fourier transform is by linking it to logarithmic Abel-Jacobi theory.

Let ϵ0, ϵ be non-degenerate stability conditions. Following the appropriate normalization as
in Maulik-Shen-Yin [42], we consider the Chow-theoretic realization of the Fourier transform of
Theorem 1.2(d) given by the following relative algebraic correspondence:

F := f∗
(
td(T

J
(2)
C

− f∗TJϵ0
g,n×Mg,n

J
ϵ
g,n

) · ch(P̃)
)
: CH∗(J

ϵ0
g,n,Q)

∼=−→ CH∗(J
ϵ
g,n,Q) . (4)

We denote its inverse by F−1. Choose ϵ0 to be small, so that the unit section e exists in J
ϵ0
g,n.

We start from the Fourier image of the resolved Abel-Jacobi section. By [34], the rational
Abel-Jacobi section admits a logarithmic resolution ajb;a : M

ϵ0
g,b;a → J

ϵ0
g,n . Using Theorem 1.2, the

image of ajb;a has the form:

F
(
[ajb;a]

)
= exp

(
−bκ0,1 +

n∑
i=1

aiξi

)
· (1 + γb;a) , (5)
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where γb;a is a class associated with an explicit piecewise polynomial (in the sense of [48, Section
5.5]) on J

ϵ
g,n which is supported away from the locus of integral curves (Proposition 5.8).

Logarithmic Abel-Jacobi theory computes the locus of the resolved Abel-Jacobi section. Using
[8] (Proposition 8.2), the class of the image of ajb;a can be written as the codimension g part of the
uniDR formula:

[ajb;a] = uniDRg
g(b; a)

∣∣∣
J
ϵ0
g,n

∈ CHg(J
ϵ0
g,n,Q) . (6)

Consider the inverse Fourier transform from J
ϵ
g,n to J

ϵ0
g,n. Combining (5) and (6), we obtain

uniDRg
g(b; a)

∣∣∣
J
ϵ0
g,n

= [ajb;a] = F−1

(
exp

(
−bκ0,1 +

n∑
i=1

aiξi

)
· (1 + γb;a)

)
. (7)

We are then able to match the leading term of the inverse Fourier transform F−1 and the top
degree term of the uniDR formula by induction on genus (Theorem 8.3). After restricting F−1 to
J
ϵ
g,n ×Mg,n

J
0
g,n, the inverse transform F−1 reduces to

F−1 = (−1)g · ch(P̃∨) · π∗1td∨(Rπ)
−1 : CH∗(J

ϵ
g,n,Q) → CH∗(J0

g,n,Q) ,

where Rπ is the sheaf of residues of logarithmic differentials on J
ϵ
g,n. Let F

◦ := ch(P̃∨) be, up to
sign, the leading term of F−1. We show that the image of F◦ of classes supported on boundary strata
of J

ϵ
g,n can be computed from F◦ for lower genera (Theorem 5.11). By Theorem 1.3, the uniDR

formula satisfies a genus recursion with respect to the top degree part. Combining the two recursive
structures via (7), we show that the contribution of the inverse Fourier transform of the class γb;a
does not contribute in codimension g and the contribution from td∨(Rπ)

−1 exactly matches with the
recursion formula in Theorem 1.3. Therefore, the codimension c < g part of the image of monomials
of weight 1 divisors vanishes and we get[

F◦

(
exp

(
−bκ0,1 +

n∑
i=1

aiξi

))]
codim=g

= (−1)g · ũniDR
g

g(b; a)
∣∣∣
J
0
g,n

.

Pulling back both sides along the zero section e and applying (1) yields Theorem 1.1 when ℓ = 0.
For monomials with a positive exponent on Θ, we use Theorem 1.4 to reduce to ℓ = 0.

1.8 Other degenerate abelian fibrations

Let Ag be the moduli space of principally polarized abelian varieties of dimension g and let Ag ⊂ A′
g

be the canonical partial compactification of rank 1 degenerations. Let π : X ′
g → A′

g be the universal
family and let X ◦ → A′

g be the universal semi-abelian scheme. Let µ : X ◦
g ×A′

g
X ′
g → X ′

g be the
multiplication map. By the work of Arinkin-Fedorov [7], the Poincaré line bundle extends to a line
bundle P on X ◦

g ×A′
g
X ′
g ∪ X ′

g ×A′
g
X ◦
g .

Theorem 1.5. There exists a unique maximal Cohen-Macaulay sheaf P on X ′
g ×A′

g
X ′
g extending

P. Moreover, F := −⊗ P : Db
coh(X ′

g) → Db
coh(X ′

g) induces a derived equivalence.

We prove Theorem 1.5 by resolving the indeterminacy of the multiplication map µ, following
the approach of Theorem 1.2. It gives a new derived equivalence which does not follow from [6].

We connect the partial Fourier transformation and the weight decomposition for semi-abelian
group schemes and compute the class of the unit section e inside X ◦

g .
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Theorem 1.6. Let e : A′
g → X ◦

g be the unit section. Then we have

[e] =
[
exp(Θ) ·

(
1 +

1

2
i∗q

∗
g∑

a=1

−B2a

a!
· (Θ1)

a−1

2

)]
codim=g

∈ CHg(X ◦
g ) .

For a detailed explanation of notations, we refer to Section 9.5. Along the way, we provide a

new proof of the uniDR formula on the relative Jacobian over the treelike locus M tl
g,n ⊂ Mg,n.

Conventions

We work over a field k of characteristic zero. All Chow groups are taken with Q-coefficients. All
monoids and log structures will always be fine and saturated (f.s.) in the sense of [39, 57]. For a
scheme X, let Db

coh(X) denote the bounded derived category of coherent sheaves on X. Let K0(X)
(resp. K0(X)) denote the Grothendieck group of coherent sheaves (resp. locally free sheaves). For a
morphism X → Y and Y ′ → Y , we denote X|Y ′ := X ×Y Y

′.
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2 Compactified Jacobians

2.1 Compactified Jacobian and logarithmic Picard group

Relative Jacobians of a family of prestable curves ([63, Definition 0E6T]) can be compactified in
two distinct ways: through the compactified Jacobian, and via logarithmic Picard groups.

Let p : C → B be a prestable curve of genus g equipped with a section. For b ∈ B, let Γb denote
the dual graph of the prestable curve Cb. A stability condition ϵ of degree d for p is a function

ϵ : V (Γb) → Q

for each geometric point b ∈ B which has total degree d and is compatible with degenerations
(Section 1.2). A prestable curve C is called quasi-stable if the dualizing sheaf ωC is nef and chains
of unstable components have length at most 1. A line bundle L on C is admissible if L has degree 1
on each unstable component of C. An admissible line bundle L on a quasi-stable curve C is ϵ-stable
(resp. ϵ-semistable) if for every proper subcurve ∅ ⊊ C ⊊ C with neither C nor its complement
consisting entirely of unstable components, we have

ϵ(C)− E(C,Cc)

2
< (≤) deg(L|C) < (≤) ϵ(C) +

E(C,Cc)

2
,

where E(C,Cc) is the number of intersection points of C with the complement Cc and ϵ(C) is
the sum of the values of ϵ over all irreducible components of C. A stability condition is called
nondegenerate if ϵ-semi-stability equals ϵ-stability.
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For a stability condition ϵ, a compactified Jacobian J
ϵ
C → B of p is a good moduli space

parametrizing ϵ-semistable rank 1 torsion free sheaves ([16, 38]). When the stability ϵ is clear from
context, or the precise choice of ϵ is irrelevant to the argument, we simply denote JC := J

ϵ
C . Let

J
0
C → B be a relative Jacobian parametrizing multidegree 0 line bundles. Tensor product induces a

natural action
µ : J

0
C ×B J

ϵ
C → J

ϵ
C . (8)

The compactified Jacobian has several desirable properties when the base B is Mg,n. For
nondegenerate ϵ, J

ϵ
C is a smooth Deligne-Mumford stack, the projection map π : J

ϵ
C → B is

representable, proper and flat ([38, Corollary 4.4]). When the family p has a section, rigidifying
along that section produces a universal sheaf on the universal curve C → J

ϵ
C .

To describe the second compactification of relative Jacobians, we begin by recalling definitions
from logarithmic geometry. A log scheme X = (X,MX) consists of a scheme X together with a
sheaf of commutative monoids MX on the étale site of X together with a morphism α : MX → OX

with α−1O∗
X

∼= O∗
X . For a sheaf of monoids MX , let Mgp

X be the sheaf of abelian groups associated
with the Grothendieck group of MX . For a log scheme B, we write LogSch/B the category of f.s.
log schemes over B. We refer to [39, 57] for the foundational concepts of logarithmic geometry.

The logarithmic Picard group, introduced by Molcho and Wise [51], offers a canonical compacti-
fication of the relative Jacobian within the framework of algebraic logarithmic stacks. Let B be a
logarithmic scheme which is log smooth, and let p : C → B be a proper vertical log smooth curve.

Theorem 2.1 ([51]). Let LogPicC : (LogSch/B)op → (Grp) be the functor defined by

(B′ → B) 7→ {Mgp
C|B′

-torsor of bounded monodromy} .

Then LogPicC is an algebraic logarithmic stack. The relative rigidification LogPicC is log smooth
with proper components, and forms a commutative group object over B.

For details on the notion of bounded monodromy, we refer to [51, Section 3.5]. In brief, it
amounts to an infinitesimal smoothability condition.

Compactified Jacobians serve as a “scheme-theoretic” birational model of the logarithmic Picard
group. In [51, Proposition 4.4.8] a natural morphism

JC → LogPicC (9)

is constructed. While the logarithmic Picard stack is not representable by an algebraic stack, the
morphism (9) is a log modification by [1], which implies that the compactified Jacobian JC can be
interpreted as a representable, birational model of LogPicC .

4

2.2 Universal Picard stack and tautological classes

Tautological classes on the relative compactified Jacobian are derived from tautological classes
pulled back from the universal Picard stack. Let Mg,n denote the moduli stack of prestable (not
necessarily stable) curves of genus g with n marked points, and let p : Cg,n → Mg,n be the universal
curve together with sections xi : Mg,n → Cg,n for 1 ≤ i ≤ n. The universal Picard stack

Picg,n → Mg,n

4A morphism f : X → Y between algebraic logarithmic stacks is called a log modification if for any morphism
T → Y from a log scheme, fT : XT → YT is a log modification (in particular, proper, representable and birational).
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is the relative Picard stack over Mg,n, as described in [8, Section 2]. It is a smooth algebraic stack
of locally of finite type over Mg,n and decomposes into a disjoint union of connected components
Picg,n,d, indexed by d, the total degree of a line bundle. Under the natural boundary stratification,
Picg,n,d is an algebraic stack with a log structure.

The compactified Jacobian admits a morphism to the universal Picard stack. For n ≥ 1, let
B = Mg,n and let J

ϵ
C → B denote the compactified Jacobian associated with a non-degenerate

stability condition ϵ. We choose a universal rank 1 torsion-free sheaf F → C. According to [25],
there exists a quasi-stable model

ν : Cqs → C

along with an admissible line bundle
L→ Cqs

such that Rν∗L ∼= F . The pair (Cqs, L) is referred to as the quasi-stable model. This quasi-stable
model, defined over JC induces a morphism

φ : J
ϵ
C → Picg,n , (10)

which is dependent on the chosen universal sheaf. For n ≥ 1, let Picrelg,n be the relative rigidification

of Picg,n → Mg,n. Then φ factors through φ : J
ϵ
C → Picrelg,n.

Lemma 2.2. For a nondegenerate stability condition ϵ, the morphism (10) is smooth. Moreover φ
is an open immersion.

Proof. Clearly φ is locally of finite presentation. Fibers of φ have constant dimension. Since J
ϵ
C and

Picg,n are both smooth, we conclude that φ is flat by the miracle flatness lemma. Moreover, fibers
of φ are smooth, hence it is smooth. Since φ is a momonorphism, it is an open immersion.

We define a natural notion of tautological ring for a compactified Jacobian by pulling back the
tautological ring of Picg,n via the morphism φ defined in (10):

R∗(JC) ⊂ CH∗(JC ,Q) . (11)

In forthcoming work [10], the tautological ring of compactified Jacobians—and more generally, the
logarithmic Picard group—is studied in detail. In this paper, we focus on monomials of divisors.
Among the tautological classes of codimension 1, we highlight the following:

Θ := −1

2
p∗(c1(L)2), κ0,1 = p∗(c1(ω)c1(L)), and ξi := x∗i (c1(L)) .

We describe the boundary strata of the relative and compactified Jacobians when B = Mg,n.
For each prestable graph Γ and multi-degree function δ : V (Γ) → Z, let PicΓδ

denote the stack
parametrizing prestable curves Cv of genus g(v) with n(v) markings for each vertex v ∈ V (Γ),
together with a line bundle L on a prestable curve C obtained via the gluing map ν :

⊔
v∈V (Γ)Cv → C

associated to Γ, such that the restriction ν∗L|Cv has degree δ(v). Then PicΓδ
admits morphisms

PicΓδ
Picg,n

∏
v∈V (Γ)Picg(v),n(v),δ(v)

jΓδ

q (12)

9



where the morphism jΓδ
is proper, representable and q is the morphism induced by the partial

normalization induced by the edge contraction data. The morphism q is a Gh1(Γ)
m -torsor. For a

quasi-stable graph Γ with ϵ-stable multidegree δ, JΓδ
is given by the cartesian diagram

JΓδ
Jg,n

PicΓδ
Picg,n ,

jΓδ

(13)

where the right vertical morphism is (10).

Lemma 2.3. Let π : J
0
g,n → Mg,n be the relative Jacobian. Let j : Mg−ℓ,n+2ℓ → Mg,n be

the gluing map identifying n + 2i − 1-th marking and n + 2i-th marking for 1 ≤ i ≤ ℓ. Let
q : J

0
g,n|Mg−ℓ,n+2ℓ

→ J
0
g−ℓ,n+2ℓ be the morphism given by the pullback of line bundles to partial

normalization. Then q can be identified with

J0
g,n|Mg−ℓ,n+2ℓ

∼= (Ln+1 ⊗ L∨
n+2)

× ⊕ · · · ⊕ (Ln+2ℓ−1 ⊗ L∨
n+2ℓ)

× → J
0
g−ℓ,n+2ℓ .

Proof. By partial normalization, we get a morphism J
0
g,n|Mg−ℓ,n+2ℓ

→ J
0
g−ℓ,n+2ℓ. Fibers of the

morphism record the identification of the line bundle at n+2i−1 and n+2i′, L|n+2i−1
∼= L|n+2i.

Lemma 2.4. Let Γh be the stable graph consisting of a single vertex of genus g − h with h loops
and let Γ′

h be the quasistable graph obtained by subdividing each edge of Γh. Then there exists a
nondegenerate stability condition ϵh of degree d− h together with a map

J
ϵh
g−h,n+2h → J

ϵ
g,n

which identifies J
ϵh
g−h,n+2h → J

ϵ
g,n with JΓ′

h
→ J

ϵ
g,n.

Proof. We define a nondegenerate stability condition ϵh for Mg−h,n+2h of degree d− h as follows.
Suppose Γ is a stable graph of genus g−h with n+2h legs. Then gluing the last h pairs of legs gives
a stable graph of genus g with n legs, so the stability condition ϵ can be applied to give numbers
ϵ(v) for v ∈ V (Γ) (with sum d). We then define ϵh : V (Γ) → Q by

ϵh(v) = ϵ(v)− 1

2
(number of i-th legs n+ 1 ≤ i ≤ n+ 2h attached to v) . (14)

Since ϵ is a stability condition, (14) is a stability condition for Mg−h,n+2h of degree d− h. When ϵ
is nondegenerate, then ϵh is also nondegenerate by [38, Definition 5.1].

Over J
ϵh
g−h,n+2h, there exists a morphism of curves ν : Cqs

g−h,n+2h → CΓ′
h
where Cqs

g−h,n+2h is the
universal quasi-stable curve and ν is the morphism gluing the (n + 2i − 1)-th to the (n + 2i)-th
marking for 1 ≤ i ≤ h. For the universal line bundle L on Cqs

g−h,n+2h, the pushforward ν∗L is a

rank 1 torsion free sheaf. The universal quasi-stable model of (Cqs
g−h,n+2h, ν∗L) defines the desired

morphism J
ϵh
g−h,n+2h → J

ϵ
g,n.

We end with the connection between the universal Picard stack and the logarithmic Picard
group. For the universal Picard stack Picg,n over Mg,n and the logarithmic Picard group LogPicg,n
over Mg,n, in [51, Proposition 4.4.8] a natural morphism

Picg,n → LogPicg,n (15)

is constructed. When B = Mg,n, the morphism (9) is in fact defined by the composition Jg,n →
Picg,n → LogPicg,n.
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3 Extending the Poincaré line bundle

3.1 Poincaré line bundle

Let p : C → B be a proper log smooth curve with a section. Let ϵ1 and ϵ2 be two nondegenerate
stability conditions for p. For the compactified Jacobian J

ϵ2
C → B, let

J ϵ2
C ⊂ J

ϵ2
C (16)

be the open substack given by the locus of line bundles. For the compactified Jacobian J
ϵ1
C , choose

the universal sheaf F on the universal curve C which is trivialized along the section. Let Cqs → J
ϵ1
C

be the universal quasi-stable curve and L1 be the universal line bundle on Cqs.

Definition 3.1. Let p : Cqs → J
ϵ1
C ×B J

ϵ2
C be the pullback of the universal quasi-stable curve, and

L1 (resp. L2) be the universal line bundle of J
ϵ1
C (resp. J ϵ2

C ). The Poincare line bundle P is defined
by

P = ⟨L1,L2⟩ ∈ Pic(JC ×B JC) ,

where ⟨−,−⟩ is the Deligne pairing [21]. If we wish to emphasize the universal curve, we may write
⟨−,−⟩C .

Definition 3.1 coincides with the definition from [5, 43] because we only consider families of
prestable curves. The Poincaré line bundle in general depends on the choices of universal line
bundles, but if both stability conditions ϵ1, ϵ2 are of degree zero, it is independent of the choices.
We often omit stability conditions in our notation and write JC ×B JC := J

ϵ1
C ×B J

ϵ2
C .

Similarly, the Poincaré line bundle exists on JC ×B JC . Since the two line bundles coincide on
the intersection, the line bundle P exists on JC ×B JC ∪ JC ×B JC . Let

ι : JC ×B JC ∪ JC ×B JC ↪→ JC ×B JC (17)

be the open embedding.
By Grothendieck-Riemann-Roch ([21, (6.6.1)]), the first Chern class of the Deligne pairing of

two line bundles can be written as

c1(⟨L1,L2⟩) = p∗(c1(L1)c1(L2)) . (18)

3.2 Birational model of JC ×B JC

In this section, we set B = Mg,n. Let ϵ1, ϵ2 be two nondegenerate stability conditions for B.
Throughout this section, we abbreviate notation and write JC ×B JC := J

ϵ1
C ×B J

ϵ2
C . On JC ×B JC

the Deligne pairing does not extend. Using logarithmic geometry, we construct a birational model
of JC ×B JC to resolve the indeterminacy of the Deligne pairing (18).

A map of log schemes (or algebraic stacks) is strict if it induces an isomorphism on log structures.
We assume our log schemes come with a tropicalization map

t : B → AB (19)

to some Artin fan AB, and write ΣB for the corresponding cone stack, see [17]. The tropicalization
map is strict. Moreover, for any logarithmic morphism f : X → S between log schemes, there exists
an induced morphism AX → AS between the corresponding Artin fans.

A log alteration of a log scheme B is a map A′
B ×AB

B → B given by the base change of a
proper, Deligne-Mumford type and birational logarithmic morphism A′

B → AB. A log alteration is

11



called a log modification if it’s representable, and a root if it is bijective on geometric points. Under
the correspondence AB ↔ ΣB, log modifications correspond to subdivisions of ΣB, and roots to the
choice of a finite index integral substructure of the integral structure of ΣB.

Definition 3.2. A log alteration B′ → B is called small if the map AB′ → AB induces an
isomorphism between the groups of Weil divisors of AB and AB′ .

Let Q denote the stack of quasi-stable curves. The stack Q is algebraic because it is an open
substack of Mg,n. By restriction, Q carries a natural logarithmic structure.

Definition 3.3. We define a log stack Q(2) : (LogSch/B)op → (Grp) by

Q(2)(S → B) := {(C1 → S,C2 → S, C̃ → Ci)}

where

• Ci → S are two quasi-stable models of CS/S,

• C̃ → Ci is a quasi-stable model such that C̃ → S remains a log smooth curve, and

• C̃ is the minimal common log modification of the Ci, i.e.

C̃ = C1 ×fs
C C2.

There is a natural projection
Q(2) → Q×B Q

by sending
(C1 → S,C2 → S, C̃ → Ci) → (C1/S,C2/S) .

We show that Q(2) is given by a modification of Q×B Q.

Proposition 3.4. The projection Q(2) → Q×B Q is a log modification.

Proof. We argue tropically. Let ΣQ denote the stack over rational polyhedral cones that parametrizes,
over a cone σ, a quasi-stable graph Γ̃ with stabilization Γ, where edge lengths are metrized by
Mσ := Hom(σ,N). It is straightforward to see that ΣQ is a tropicalization of Q. We define ΣQ(2)

as the stack that parametrizes two quasi-stable models Γ1,Γ2 of Γ over σ together with a minimal
common quasi-stable model Γ′, all metrized over σ. Then we have an isomorphism:

Q(2) ∼= ΣQ(2) ×(ΣQ×ΣB
ΣQ) (Q×B Q) ,

which indicates that it suffices to verify that ΣQ(2) → ΣQ ×ΣB
ΣQ is a subdivision.

Let Γ1,Γ2 be two quasistable models of Γ metrized by Mσ. Suppose e is an edge of Γ that is
subdivided in both Γ1 and Γ2. The length of the edge e is an element ℓe ∈Mσ. Since the edge is
subdivided in both Γ1,Γ2, there exist elements ℓ′ei , ℓ

′′
ei , i = 1, 2 such that

ℓe = ℓ′ei + ℓ′′ei .

We orient ℓ′e1 , ℓ
′′
e1 so that the terminal point of ℓ′e1 and the initial point of ℓ′′e1 is the quasistable

vertex. Similarly, ℓ′e2 , ℓ
′′
e2 are oriented “the same way”, meaning the initial point of ℓe′2 coincides

with the initial point of ℓ′e1 , and its terminal point is the quasistable vertex.
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Combinatorially, the only possible minimal quasistable model of Γ1,Γ2 is given by the common
subdivision of the Γi, i.e. the fiber product:

Γ̃ = Γ1 ×Γ Γ2 .

This model, however, is not metrized over Mσ: put otherwise, the cone complex associated to the
fiber product fails to be flat over σ on the locus where the functions ℓ′e1 and ℓ′e2 become equal.
Nevertheless, there is a minimal subdivision of σ – the subdivision along the hyperplane

ℓ′e1 = ℓ′e2

for every edge e subdivided in both Γ1,Γ2 – over which Γ̃ is defined. Consequently, in the universal
case, it follows that the map ΣQ(2) → ΣQ ×ΣB

ΣQ is the subdivision along the hyperplanes ℓ′e1 − ℓ′e2
where e ranges through all the edges of Γ that are subdivided in both Γ1 and Γ2.

Remark 3.5. Let C1 and C2 be two universal curves on Q×B Q with the same stabilization C.
The f.s. fiber product C1 ×fs

C C2 → Q ×B Q is not flat, so it is not a curve. By the semistable
reduction theorem ([46]), there exists a canonical log alteration Q′ of Q×B Q and C ′ of C1 ×fs

C C2

such that C ′ → Q′ becomes a curve. Proposition 3.4 provides an alternative perspective: Q(2) is
exactly Q′, and further alteration of C1 ×fs

C C2 is unnecessary as it is already flat over Q(2).

Corollary 3.6. The stack Q(2) is smooth and log smooth. Furthermore, the exceptional locus of
Q(2) does not contain any divisors.

Proof. Cones of ΣB correspond to stable graphs Γ; for such a graph, with set of edges E(Γ), the
associated cone is

σΓ = RE(Γ)
≥0

with its natural integral structure. Similarily, cones of ΣQ correspond to quasistable graphs Γ′, with
corresponding cone

σΓ′ = RE(Γ′)
≥0 .

Let Γ′ be a quasistable graph with stabilization Γ. For each edge e of Γ, there is either exactly one
or exactly two edges of Γ′ that map to e. We write Eu(Γ) for the edges of the first kind, and Es(Γ)
for the edges of the second kind. If we denote the edges of Γ′ that map to e ∈ Es(Γ) by e′, e′′, then
we have

E(Γ′) = Eu(Γ)
⋃

e∈Es(Γ)

{
e′, e′′

}
.

The map ΣQ → ΣB is defined as follows: on the cone corresponding to Γ′, with stabilization Γ, the
map

σΓ′ = REu(Γ)
≥0 ×e∈Es(Γ) R≥0e

′ × R≥0e
′′ → σΓ = REu(Γ)

≥0 ×e∈Es(Γ) R≥0e

is the product of the identity on the REu(Γ)
≥0 factor with the addition maps

R≥0e
′ × R≥0e

′′ → R≥0e , (ℓ
′
e, ℓ

′′
e) 7→ ℓ′e + ℓ′′e .

Similarily, cones of the fiber product ΣQ ×ΣB
ΣQ are indexed by pairs of quasistable graphs

Γ1,Γ2 with mutual stabilization Γ. Keeping the notation above, we further split the edges of Γ as

Eu(Γ) ∪ Es1∨s2(Γ) ∪ Es1∩s2(Γ)

where
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• Es1∨s2(Γ) are the edges of Γ subdivided in either Γ1 or Γ2 but not both, and

• Es1∩s2(Γ) are the edges subdivided in both Γ1 and Γ2.

From the description of the maps σΓi → σΓ, it follows that the cone corresponding to Γ1,Γ2, which
is the fiber product σΓ1 ×σΓ σΓ2 , is explicitly

Re∈Eu(Γ)
≥0 ×

∏
e∈Es1∨s2 (Γ)

R2
≥0 ×

∏
e∈Es1∩s2 (Γ)

R2
≥0 ×R≥0

R2
≥0

If we label the two edges in Γi subdividing e ∈ Es1∩s2(Γ) by e′i, e
′′
i , as we’ve done above, the

corresponding cone R2
≥0 ×R≥0

R2
≥0 is explicitly{
(ℓ′e1 , ℓ

′′
e1 , ℓ

′
e2 , ℓ

′′
e2) : ℓ

′
ei + ℓ′′ei = ℓe

}
This cone is responsible for an “xy = zw” singularity in Q×B Q, and is subdivided in ΣQ(2) into
two unimodular simplices, along the hyperplane

ℓ′e1 = ℓ′e2 .

We refer to (21) for the associated tropical picture. Hence, each cone in ΣQ(2) is smooth. Furthermore,
the subdivision is along hyperplanes, which means no additional divisors are introduced. This proves
the corollary.

We return to the compactified Jacobian JC and the morphism φ : JC → Q induced by (10).

Definition 3.7. The stack J
(2)
C is defined by the fiber diagram

J
(2)
C Q(2)

JC ×B JC Q×B Q .

f

φ×φ

(20)

The log modification f : J
(2)
C → JC ×B JC is the one appears in Theorem 1.2. The below

horizontal arrow is strict by Lemma 2.2. Therefore the diagram (20) is an f.s. fiber diagram. By

Proposition 3.4, the morphism f : J
(2)
C → JC ×B JC is a log modification.

Recall that a log stack X is called log smooth if the morphism X → ΣX to a tropicalization is
smooth.

Proof of Theorem 1.2 (a). The morphism φ× φ : JC ×B JC → Q×B Q is smooth, strict and log
smooth by Lemma 2.2. Since the diagram (20) is Cartesian, the claim follows from Corollary 3.6.

A morphism f : X → Y between fine log schemes is called integral if for any geometric point
x ∈ X, the induced morphism between commutative monoids MY,f(x) → MX,x is integral.

Definition 3.8. A log family is a log smooth, integral, saturated morphism f : X → S between log
schemes. A log family is semistable if in addition X,S are smooth and log smooth.

Proposition 3.9. Let f : J
(2)
C → JC ×B JC be the log modification in Definition 3.7.
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(a) The two projections π1, π2 : J
(2)
C → JC are semistable. Moreover, the projection π̃ : J

(2)
C → B

is also semistable.

(b) For any geometric point x of JC ×B JC , f
−1(x) is isomorphic to P1 × · · · × P1.

Proof. (a) Since JC and J
(2)
C are smooth, it suffices to show that the map is integral with reduced

fibers. This conclusion follows directly from Corollary 3.6 and its proof. Specifically, under either
projection πi, the two cones arising from the subdivision of each square

{ℓ′e1 , ℓ
′′
e1 , ℓ

′
e2 , ℓ

′′
e2 : ℓ′e1 + ℓ′′e1 = ℓ′e2 + ℓ′′e2}

along ℓ′e1 = ℓ′e2 map surjectively onto their images in ΣQ, with their integral structures likewise
surjecting onto the corresponding images. The second assertion follows from the first because
JC → B is semistable.

(b) This result again follows from the proof of Corollary 3.6, as the map ΣQ(2) → ΣQ ×ΣB
ΣQ is

a product of the subdivisions along ℓ′e1 = ℓ′e2 . The exceptional fibers arising from these subdivisions
are product of P1’s, ensuring the desired structure.

A compactified abelian fibration A→ B is a log alteration of a log abelian scheme LogAb → B
which is of Deligne-Mumford type over B. For the definition of log abelian schemes, we refer to [37].

Proposition 3.10. π̃ : J
(2)
C → B is a compactified abelian fibration.

Proof. Let LogPicC denote the logarithmic Picard group as introduced in 2.1. The map π̃ factors as

J
(2)
C → LogPicC ×B LogPicC → B ,

where the first map is a log modification, and the second map is a log abelian scheme by [51,
Theorem 4.15.7]. Therefore π̃ is a compactified abelian fibration.

3.3 Direct images of line bundles under hyperplane subdivisions

We first consider the local situation. Let X be an affine toric variety. We write N,M for the
character and cocharacter lattice of its torus respectively, and we write ΣX for its fan, which is a
rational polyhedral cone in NR. To simplify the presentation, we assume in the rest of this subsection
that ΣX is full dimensional in NR.

5

Definition 3.11. A toric blowup g : X̃ → X is called a subdivision by a hyperplane if it is the
blowup corresponding to the subdivision of ΣX by a hyperplane: there is a u ∈M and Σ

X̃
is the

union of the two cones σ+ := ΣX ∩ {v ∈ NR : u(v) ≥ 0} and σ: = ΣX ∩ {v ∈ NR : u(v) ≤ 0}.
Moreover, a subdivision by a hyperplane is called saturated if g : X̃ → X has reduced fibers.

A subdivision by a hyperplane is, equivalently, the domains of linearity of some convex (down)
piecewise linear function ϕ whose bend locus is the hyperplane u = 0. In terms of ϕ, the subdivision
g : X̃ → X has reduced fibers if and only if the value of ϕ(v) is 0 or ±1 on the primitive vector of
every ray of ΣX – see the discussion in [51, Section 4.4].

5The assumption can be safely omitted, as otherwise X splits as a product X ′ × T of a toric variety X ′ that
satisfies this hypothesis with a torus T , and any construction C(X) we perform on X in this subsection will also split
as C(X ′)× T .
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Example 3.12. Our primary example of interest is the Atiyah flop for X = SpecC[x, y, z, w]/(xy−
zw). The fan Σ

X̃
:= Σ̃ of X̃ is the cone over a square Π subdivided into two unimodular triangles:

w00 = (0, 0, 1) w10 = (1, 0, 1)

w01 = (0, 1, 1) w11 = (1, 1, 1)

e2

e1

(21)

These triangles are the domains of linearity of the piecewise linear function ϕ := min (e1, e2).

The fibers of a saturated subdivision by a hyperplane are points, except for the fiber over the
fixed point of X, which is a P1. We refer to this P1 as the exceptional fiber. If we translate ϕ by
a linear function so that its values are 0 on the separating hyperplane, ϕ is naturally an element
of u⊥ ∩M , which is the cocharacter lattice of the exceptional P1. If ϕ is saturated, it becomes a
generator of Pic(P1).

Lemma 3.13. Let g : X̃ → X be a saturated subdivision by a hyperplane with the exceptional
fiber P1 → X̃. Then the restriction map Pic(X̃) → Pic(P1) is an isomorphism.

Proof. The Picard group of X̃ is isomorphic to the quotient of the group of piecewise linear functions
on the fan Σ̃ := Σ

X̃
by the group of linear functions,

Pic(X̃) = PL(Σ̃)/M

A piecewise linear function on Σ̃ is given by a pair of vectors u1, u2 ∈M , such that u1 = u2 along
the separating hyperplane {u = 0}. Translating by u2, the piecewise linear function can be uniquely
represented by the function 0, u1 − u2. But u1 − u2 is an element of u⊥ ∩M which is isomorphic to
Z and naturally identified with Pic(P1).

In fact, when g is saturated, the convex piecewise linear function ϕ when normalized to be 0
along one of the cones σ+ or σ− must have value −1 along the primitive vectors of the rays of the
other cone that do not belong to the separating hyperplane, i.e. it corresponds to the generator
O(−1) of Pic(P1), i.e. Pic(P1) = Zϕ.

Proposition 3.14. Let X be an affine toric variety and let g : X̃ → X be a separated subdivision
by a hyperplane. If L is a line bundle on X̃ whose restriction to P1 is OP1(m) for some m ≥ −1,
then we have H i(X̃, L) = 0 for i ≥ 1. Moreover, we have Rig∗L = 0 for all i > 0.

Proof. Let us write Σ := ΣX , Σ̃ = Σ
X̃
, and recall that there is a vector u ∈M such that Σ̃ is the

union of the two cones

σ+ = {v ∈ Σ : ⟨u, v⟩ ≥ 0}, σ− = {v ∈ Σ : ⟨u, v⟩ ≤ 0}

meeting along the separating hyperplane {u = 0}. They are the domains of linearity of the convex
down function ϕ, which we normalize to be 0 on σ−. Furthermore, the supports of Σ and Σ̃ are the
same, and we may harmlessly identify them with Σ itself.

By Lemma 3.13, the line bundle L corresponds to the piecewise function ϕm := m · ϕ for m ≤ 1.
For w ∈M , set

Zw = {v ∈ Σ : ⟨w, v⟩ ≤ ϕm(v)}
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where Σ is the support of Σ̃, or, equivalently, the fan of X. As in6 [28, Section 3.5], we have

H i(X̃, L) ∼=
⊕
w∈M

H i(Σ,Σ− Zw) .

We describe the topology of Σ − Zw. Since the origin v = 0 is always contained in Zw, the
complement of Zw deformation retracts onto its intersection with the polytopal complex obtained by
slicing Σ̃ at “height 1”, i.e. with the intersection of Σ̃ with the level set of a generic linear function
L : Σ → R≥0 that takes each ray of Σ to a positive number. We denote this polytopal complex

by Π = Σ̃ ∩ L−1(1). The possible topological types of the sets Π − Zw are highly constrained.
For example, when g is the Atiyah flop, Π is a square, and the possible topological types depend
on whether w dominates ϕm or not on the vertices of Π. Degenerate cases are allowed, where a
two-dimensional cell collapses to a lower-dimensional boundary cell. We illustrate the possible
topological types below, with the regions Zw ∩Π highlighted in red:

≤ >

> ≤

≤ >

> >

≤ >

≤ >

> ≤

≤ >

In general, for m ≤ 0, the function mϕ is convex up, and hence the sets

Σ− Zw = {v ∈ Σ : ⟨w, v⟩ > ϕm(v)}

are convex. In the case m = 1, Σ−Zw is not necessarily convex, but its intersection with either piece
Π± = Π∩ σ± is convex, as it is the intersection of a polyhedron with a half-space. Furthermore, the
intersection of

(Σ− Zw) ∩Π+ ∩Π− = (Σ− Zw) ∩ {u = 0} ∩Π

is the set
{v ∈ Π ∩ {u = 0} : ⟨w, v⟩ > 0}

which is convex and connected (albeit perhaps empty). Therefore, in any case, the complement
of Zw is contractible. Furthermore, it is connected unless Zw contains the separating hyperplane
{u = 0}, in which case it has exactly two components.

From the long exact sequence of relative cohomology

0 H0(Σ,Σ− Zw) H0(Σ) = C H0(Σ− Zw) H1(Σ,Σ− Zw) 0 ,

we find that H i(Σ,Σ− Zw) is 0 for all i ≥ 2, and 0 for i = 1 unless the complement of Zw has two
components, in which case

H i(Σ,Σ− Zw) ∼= C .

Now, let w be a character for which Zw contains the separating hyperplane {u = 0} (which can only
happen for m = 1, as otherwise we’ve seen that Σ−Zw is convex). By our normalization hypothesis
on ϕ we have ϕ = 0 on σ− and ϕ ≤ 0 on σ+. This means that w is

6We use the opposite convention regarding the sign of the Weil divisor associated to a piecewise linear function,
hence the reverse inequalities.
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• > 0 on some ray of σ−

• ≤ 0 on the separating hyperplane {u = 0}.

• > ϕ on σ+.

Let v be the primitive vector along a ray of σ+ on which ϕ(v) ̸= 0. By the hypothesis that the
subdivision is saturated, ϕ(v) = −1. Now, the linear function w has negative slope in the direction
connecting the separating hyperplane with v, as it has to rise away from the separating hyperplane
towards σ−. But w also takes integral values on integral points, so if its value is ≤ 0 along the
separating hyperplane, it must be ≤ −1 along v. Therefore, for m = 1, it is impossible to find such
a w.

Therefore, if m ≤ 1, for any w, Σ − Zw is contractible and connected. From the long exact
sequence, it follows that H i(X̃, L) = 0 for all i > 0.

For the second claim, since X is affine, Grothendieck’s spectral sequence gives H0(X,Rig∗L) ∼=
H i(X̃, L). We have just seen that this group vanishes for i > 0. Since Rig∗L is a coherent sheaf on
the affine variety X, hence determined by its global sections, it also vanishes for i > 0.

Now, we discuss the global situation. Let f : Y → X be a log modification. Generalizing
Definition 3.11, we say that f is a saturated subdivision by hyperplanes if it is étale locally pulled
back from a saturated subdivision by hyperplanes of toric varieties.

Proposition 3.15. Let f : Y → X be a a saturated subdivision by hyperplanes between log smooth
varieties, and let L be a line bundle on Y . Assume that the restriction of L to any fiber of f has
vanishing higher cohomology. Then we have Rf∗L ∼= f∗L.

Proof. We prove the higher direct images Rif∗L vanish for all i > 0. By Krull’s intersection theorem,
the statement can be checked formally locally on X, so we can assume X is the spectrum of a
complete Noetherian local ring. Since X is log smooth, and since Y is a log blowup of X, we have a
Cartesian diagram

Y Z̃

X Z

f g

p

with Z a toric variety, g a toric blowup – which by hypothesis must be a saturated subdivision
along a hyperplane –, and the map p étale. By [51, Lemma 4.4.12.2], the Picard group of Y and
the Picard group of Z̃ are isomorphic, and both coincide with the Picard group of an exceptional
P1. We may thus identify L with a line bundle on Z̃. By Proposition 3.14, since the cohomology
of L vanishes on the fibers of f , it vanishes on the exceptional fibers of g as well. Thus we have
Rig∗L = 0 for i > 0. Since X and Z are formally locally isomorphic, we have

Rif∗L ∼= (Rig∗L)p̂(X)
= 0 , i > 0 ,

which gives the result.

For our purposes, we need the following strengthening of the previous result.

Proposition 3.16. Let f : Y → X be a log modification between log smooth varieties which is
locally the pullback of a product of saturated subdivisions by hyperplanes. Let L be a line bundle on
Y such that for each closed point x ∈ X, H i(f−1(x), L|f−1(x)) = 0 for all i > 0. Then Rf∗L ∼= f∗L.

Proof. By the same argument in Proposition 3.15, we reduce to the toric case. Then the result
follows by combining Proposition 3.15 with the Künneth formula.
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3.4 Proof of Theorem 1.2

We show that the canonical extension of the Poincaré line bundle on the birational model constructed
in Section 3.2 provides a desingularization of Arinkin’s kernel ([6]). In contrast to Arinkin’s approach,
our construction offers a direct description of the kernel, which will be a crucial input in Section 5.

The notion of Cohen-Macaulay sheaves can be expressed in terms of the dualizing complex.
Denote by Db

coh(X) the bounded derived category of coherent sheaves on X, and let ω•
X ∈ Db

coh(X)
be a dualizing complex forX. We normalize ω•

X so that its stalk at a generic point ofX has nontrivial
cohomology only in degree 0. When X is Gorenstein, the dualizing complex is an invertible sheaf.
Consider the duality functor

D : Db
coh(X)

∼=−→ Db
coh(X), E 7→ RHomOX

(E , ω•
X) .

A coherent sheaf E on X is called Cohen-Macaulay of codimension d if and only if

hi(D(E)) = 0, i ̸= d . (22)

A Cohen-Macaulay sheaf of codimension zero is called maximal. The following extension property
will be used frequently ([31, Theorem 5.10.5]).

Lemma 3.17. Let F be a maximal Cohen-Macaulay sheaf on X and let Z ⊂ X be a closed
subscheme with codimension ≥ 2. Let j : X \ Z → X be an open embedding. Then the canonical
morphism F → j∗j

∗F is an isomorphism.

We go back to the construction in Section 3.2. By Theorem 1.2 (a), the codimension of the open

embedding (17) is two and the total space J
(2)
C is smooth. Consequently, the Poincare line bundle

P on JC ×B JC ∪ JC ×B JC extends to the unique line bundle:

P̃ ∈ Pic(J
(2)
C ) . (23)

We call P̃ the extended Poincaré line bundle.
Before presenting the proof of Theorem 1.2, we explain the connection to Arinkin’s work. By

Arinkin [6] (see also [44]), the Poincaré line bundle P admits a unique maximal Cohen-Macaulay
extension:

P ∈ Coh(JC ×B JC) . (24)

This extension is obtained in loc.cit. from flat descent of a maximal Cohen-Macaulay sheaf on the
isotropic Hilbert scheme of points. Theorem 1.2 can be thought of as a desingularization of Arinkin’s
kernel.

Corollary 3.18. Let P̃ be the unique extension of the Poincaré line bundle (23) and let P be the
maximal Cohen-Macaulay sheaf (24). Then we have

Rf∗P̃ ∼= P ∈ Db
coh(JC ×B JC) .

Proof. By Theorem 1.2, f∗P̃ ∼= Rf∗P̃ is a maximal Cohen-Macaulay sheaf which restricts to P on
JC ×B JC ∪ JC ×B JC . By Theorem 1.2 and Lemma 3.17, we have f∗P̃ ∼= P.

In the remainder of this section, we prove Theorem 1.2 (c). We begin by providing a modular

description of P̃. By pulling back the universal curve over Q(2) along the morphism J
(2)
C → Q(2) in

(20), we obtain a semi-stable curve:

Ĉ → J
(2)
C . (25)
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V0

E0

E∞

V∞

H1

H2

Figure 1: The blowup of P1 × P1 at (n1, 0), (n2,∞) and its torus invariant divisors.

Proposition 3.19. Let C1, C2 be the two universal quasi-stable curves over JC ×B JC and L1,L2

be the two universal line bundles on C1, C2. Let Ĉ → J
(2)
C be the semi-stable curve (25). Then the

unique extension (23) has the form P̃ ∼= ⟨L1|Ĉ ,L2|Ĉ⟩.

Proof. By Theorem 1.2 (a) and Lemma 3.17, it is enough to show that P̃ restricts to the Poincare
line bundle P on JC ×B JC ∪ JC ×B JC which is immediate from Definition 3.1.

Theorem 1.2 (b) is the consequence of Proposition 3.19.

Proof of Theorem 1.2 (c). A geometric log point x ∈ JC ×B JC corresponds to a quadruple
(C1, L1, C2, L2) of two quasistable log curves with stabilization C, and stable line bundles Li

on Ci. By Proposition 3.9 (b), the fiber of J
(2)
C over x is a product of P1s, one for each edge e of the

dual graph of C that is subdivided simultaneously in the dual graphs of both C1 and C2. It will be
clear from our argument that we may work one such edge at a time, so we assume that one edge e
has been subdivided, and f−1(x) = P1. We note that the curves C1, C2 are not isomorphic as log
curves over x, but their underlying schemes are isomorphic, obtained by replacing the node of C
corresponding to e by a P1. We may thus write

C1 = C2 = C ′ ∪{n1,n2} P
1

with n1, n2 two nodes, and P1 the unique unstable component. Since C1, C2 are curves over a
geometric point, we can represent each line bundle Li as a divisor

D′
i + pi

where D′
i is supported on the smooth locus of C ′ and pi is a smooth point of the unstable P1. By

construction, the curve Ĉ restricted over f−1(x) = P1 is the blowup of C1 × P1 at (n1, 0), (n2,∞),
where n1, n2 are the two nodes of the exceptional P1 in C1. Now, the pullbacks of D′

i and of pi
remain in the smooth locus C ′ × P1 and its complement respectively. Therefore, D′

i stay disjoint
from the pj and we have 〈

D′
i, pj

〉
= 0

for i, j = 1, 2. Similarily, ⟨D′
1, D

′
2⟩ can be calculated inside any proper subvariety of Ĉ that contains

the smooth locus of C ′ × P1, for example inside C ′ × P1, while ⟨p1, p2⟩ can be calculated inside the
complement of the smooth locus of C ′ × P1, which is the blowup Bl(P1 × P1) of P1 × P1 at (n1, 0)
and (n2,∞). Since C ′ × P1 and D′

1, D
′
2 are pulled back from a point, ⟨D′

1, D
′
2⟩ = 0.

On the other hand,
Pic(Bl(P1 × P1)) = Z4
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is generated by the classes of two horizontal divisors H1, H2, and four vertical divisors V0, V∞, E0, E∞
over 0 and ∞ with relations

H1 + E0 = H2 + E∞, V0 + E0 = V∞ + E∞ .

Up to renaming, we may arrange so that

H1 · E∞ = H2 · V∞ = 0 .

In our naming convention, we are thinking of H1 as the strict transform of n1 × P1, H2 as the
strict transform of n2 × P2, and of E0, E∞ as the exceptional divisors of the blowup Ĉ of C1 × P1.
By construction, p1 has relative degree 1 over P1 and intersects V0, V∞ transversely, while p2 has
relative degree 1 and intersects E0, E∞ transversely. A simple calculation in Pic(Bl(P1 ×P1)) shows
that these properties uniquely characterize p1 as the line bundle equivalent to H2 + E∞ while p2 as
H1 + V∞. Then, we have

⟨H2 + E∞, H1 + V∞⟩ = f∗(E∞ · V∞) = [∞]

which has degree 1 on P1.
In general, we conclude that〈

L1|Ĉ ,L2|Ĉ
〉
|f−1(x)

∼= OP1(1)⊠ · · ·⊠OP1(1) , (26)

where we identified f−1(x) ∼= P1 × · · · × P1 using Proposition 3.9.
We may now prove Rif∗P̃ = 0 for i > 0. By Proposition 3.16, it is enough to show that for any

x ∈ JC ×B JC , we have H i(f−1(x), P̃) = 0 for all i > 0. But this follows from (26).
We show that f∗P̃ is a Cohen-Macaulay sheaf using the cohomological criteria (22). By the

Grothendieck duality along f (see, e.g., [55]), we have the equivalence Rf∗ ◦DJ
(2)
C

∼= DJC×BJC
◦Rf∗.

Since f is birational, there is no degree shift in this equivalence. Applying this and (a), we have

D(f∗P̃) ∼= D(Rf∗P̃) ∼= Rf∗D(P̃) .

The total space J
(2)
C is smooth by Theorem 1.2 (a), and hence we can express D(P̃) ∼= P̃∨ ⊗ ω

J
(2)
C

.

The dualizing line bundle ω
J
(2)
C

restricts trivially to each contracted P1 by the adjunction formula.

Using the Künneth formula, for any x ∈ JC ×B JC , we have

H i(f−1(x), P̃∨ ⊗ ω
J
(2)
C

) = H i(P1 × · · · × P1, P̃∨) = 0, i > 0 ,

where the vanishing follows because P̃∨ has degree −1 on each P1 by (26). Therefore, by Proposition
3.16, the complex D(f∗P̃) is a coherent sheaf. By (22), the pushforward f∗P̃ is a maximal Cohen-
Macaulay sheaf on JC ×B JC .

4 Todd class of a residue sheaf

4.1 Residue sheaf of a semistable morphism

We recall the local structure of semistable morphisms (Definition 3.8). Let f : X → S be a semistable
morphism with dimX = n,dimS = l. Étale locally on the domain, there exists non-negative integers
n and l, a partition A of n into l parts ni, and a chart for f of the form

l∏
i=1

Ani →
l∏

i=1

A1 , given by ti =
∏
α∈ni

xα (27)
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by [15, Theorem 16] and the proof therein.
For a semistable morphism f : X → S, the sequence

0 → f∗Ω1
Y → Ω1

X → Ω1
f → 0 (28)

is exact. Consequently, the Todd class of the virtual tangent bundle associated with f is the dual
of the Todd class of Ω1

f . For a morphism f : X → S between log schemes, one can associate the

logarithmic cotangent sheaf Ω1
f,log ([39, (1.7)]). When f is log smooth, the logarithmic cotangent

sheaf Ω1
f,log is locally free.

Lemma 4.1. Let f : X → S be a semistable morphism. Then the sequence

0 → Ω1
f → Ω1

f,log → Ω1
f,log/Ω

1
f → 0 (29)

is exact. In this case, we call Rf := Ω1
f,log/Ω

1
f the residue sheaf of f .

Proof. By the definition of Ω1
f,log, there exists a canonical morphism Ω1

f → Ω1
f,log. The injectivity of

the above morphism can be checked étale locally. On each étale local chart, it follows from (27).

We use the tropicalization map (19) for log schemes. For a morphism f : X → S between log
schemes, consider the diagram

X AX [S] AX

S AS

ϕf

f
g

t

(30)

where the middle square is the fiber diagram. We call AX [S] the relative Artin fan.

Lemma 4.2. Let f : X → S be a semistable morphism. In the diagram (30), the natural morphism
ϕ∗fRg → Rf is an isomorphism.

Proof. Since f is flat ([39, Corollary 4.5]) and log smooth, the morphism ϕf is strict and smooth.
Thus, the natural morphism Ω1

ϕf
→ Ω1

ϕf ,log
is an isomorphism and the result follows from Lemma

4.1.

We work with piecewise linear and piecewise polynomial functions on smooth and log smooth
schemes; see [34, Section 2.5]. For an algebraic log stack X, a (strict) piecewise linear function
on X is a global section H0(X,M

gp
X ) ⊗Z Q and a (strict) piecewise polynomial on X is a global

section H0(X, Sym•
QM

gp
X ). For α ∈ H0(X,Mgp

X ), the O×
X -torsor O×

X(α) is defined as the preimage of

α under the natural map Mgp
X → M

gp
X . The associated line bundle, denoted by OX(α), is obtained

by gluing along the infinity section.
We now proceed to calculate the Todd class of the residue sheaf of a semistable morphism. From

Lemma 4.2, it follows that to compute Rf , it is sufficient to perform the calculation for the map
AX → AS . By [49, Theorem 3.3.1], we have a graded ring isomorphism

CH∗(AX)
∼=−→ PP(ΣX) ,

which reflects the fact that CH∗(AX) satisfies étale descent. As a consequence, the calculation of
the Todd class can be carried out stratum by stratum.
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For a Chern root x, we denote by td(x) the associated Todd class and the dual of the Todd class
by

td∨(x) :=
x

ex − 1
=

∞∑
k=0

Bk

k!
xk

where Bk is the k-th Bernoulli number.

Lemma 4.3. Let n, l be positive integers, and A be a partition of n into l parts ni. Consider the
map f : An → Al induced by the semistable map An → Al defined according to the partition A, as
described in (27). The Todd class of the residue sheaf of f is expressed as

(td∨(Rf ))
−1 =

l∏
i=1

∏
α∈ni

td(δα)

td(
∑

α∈ni
δα)

∈ PP(ΣAn)

where δα is the piecewise linear function corresponding to the normal bundle of the α-th coordinate
hyperplane.

Proof. We begin by analyzing the case l = 1. Let D denote the origin in A1, and Di denote the
coordinate axes in An. Denote by δ, δi the Chern classes of their respective normal bundles. These
classes correspond to piecewise linear functions, where δi has slope 1 along the ray associated with
Di and slope 0 elsewhere. The pullback relationship for f gives:

f∗δ =
∑
i

δ′i, .

By (28) and Lemma 4.1, we get a short exact sequence

0 → f∗OD →
n⊕

i=1

ODi → Rf → 0 .

Therefore, we deduce:

td(Rf ) =
td(⊕ODi)

td(f∗OD)
=

∏
td∨(δi)

−1

td∨(
∑
δi)−1

. (31)

where the last equality follows from the usual exact sequence 0 → O(−D) → O → OD → 0 for
Cartier divisors D. For the general case, the map f decomposes as a product of l maps, fi : Ani → A1.
Thus, the Todd class of the relative cotangent bundle td(Rf ) is given as the product of the formula
for the special case (31) applied to each factor.

Now we state the general formula for the Todd class of the residue sheaf. To do so, we first
introduce some notation (see [59, Section 4]). For a cone σ ∈ ΣS , let jσ : Sσ → S denote the
corresponding monodromy torsor. Similarly, for a cone in ΣX , corresponding to a cell c in the
generic fiber of ΣX → ΣS , let ic : Xc → X denote the corresponding monodromy torsor, and let

fc : Xc → Sσ

the induced map. For a ray ρ in ΣS or ΣX , we write δρ for the piecewise linear function with slope
1 along ρ and 0 along the other rays; we identify δρ implicitly with its image in the Chow ring of S
or X, which is the first Chern class of the normal bundle of Dρ in S or X. For a cone σ, we write
σ(1) for its set of rays.
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To express the Todd class in terms of the strata algebra, we proceed as follows. Given a
polynomial Pc on a cone c of ΣX , we define princ[Pc] to be the sum of terms in Pc which are formally
divisible by

δc :=
∏

r∈c(1)

δr .

where c(1) is the set of rays in the cone c. Then, we define:

⌊P ⌋c =
princ[Pc]

δc
.

Additionally, we write Gc for the monodromy group of c. Finally, write Σf : ΣX → ΣS for the
induced map of cone stacks.

Proposition 4.4. Let f : X → S be a semistable morphism. The Todd class of the residue sheaf of
f is given by

td∨(Rf )
−1 =

∑
c∈ΣX

(ic)∗
|Gc|

∏
ρ∈Σf (c)(1)

⌊∏
r∈c(1),Σf (r)=ρ td(δr)

td(δρ)

⌋
c

.

Proof. We prove the formula in the ring of piecewise polynomials:

td∨(Rf )
−1 =

 ∏
ρ∈Σf (c)(1)

∏
r∈c(1),Σf (r)=ρ td(δr)

td(δρ)


c

∈ PP(ΣX) . (32)

Here, (−)c indicates that the piecewise polynomial function is determined on the cone c of ΣX by
truncating the power series ∏

ρ∈Σf (c)(1)

∏
r∈c(1),Σf (r)=ρ td(δr)

td(δρ)
.

at codimension greater than dimX. It is implicitly understood that these functions must agree on
intersections of cones c ∩ c′. The formula agrees with Lemma 4.3 on each cone because

δρ =
∑
r 7→ρ

δr .

This ensures that the Todd class satisfies the statement of the proposition ètale locally on X. But
the formula (32) is invariant under automorphisms of Rn

≥0, and, by direct computation, the formula

defined on each cone agrees with its restriction to any face, Rk
≥0 ⊂ Rn

≥0. Since piecewise polynomials
satisfy étale local descent [49], the formula descends to PP(ΣX).

Once the formula (32) is established in the ring of piecewise polynomials, translating it into a
statement about normally decorated strata classes becomes straightforward, see [34, Lemma 40].

Example 4.5. For the morphism A2 → A1 corresponding to (x, y) → xy, the formula above reduces
to Mumford’s formula for the Todd class of a node ([54, Section 5]).

4.2 Residue sheaf for compactified Jacobians

The Todd class of Rπ for compactified Jacobians can be expressed in terms of tautological classes.
Let B := Mg,n and π : Jg,n → Mg,n be a relative compactified Jacobian for some non-degenerate
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stability condition. For 1 ≤ h ≤ g, denote by Γh the stable graph consisting of a single vertex of
genus g − h with h loops. Define

ih : Mg−h,n+2h → Mg,n

as the morphism induced by gluing the n+ i-th marking with the n+h+ i-th marking for 1 ≤ i ≤ h.
Let Γ′

h be the quasi-stable graph obtained by subdividing each edge of Γh. Consider the following
diagram:

Jg−h,n+2h JΓh
Jg,n

Mg−h,n+2h Mg,n .

π

ih

(33)

Here, the right square is a Cartesian diagram, and the morphism Jg−h,n+2h → JΓh
is induced by

Lemma 2.4.

Proposition 4.6. Let π : JC → B = Mg,n be the projection. Let ȷh : Jg−h,n+2h → Jg,n be the
composition in (33). Then we have

td∨(Rπ)
−1 − 1 =

g∑
h=1

(−1)h

h!2h
ȷh∗

[
h∏

i=1

 ∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

]

with αi = ψn+i − ξn+i + ξn+h+i and βi = ψn+h+i + ξn+i − ξn+h+i.

Proof. The morphism π : Jg,n → Mg,n satisfies hypothesis in Lemma 4.2. By Lemma 4.2 we
compute the sheaf Ω1

AJ[Mg ]/Mg
,log/Ω

1
AJ[Mg ]/Mg

on each chart and show that they glue.

We consider the morphism (10). Let jΓ′
ℓ
: PicΓ′

ℓ
→ Picg,n be the finite morphism. Then the

following diagram is cartesian

Jg−ℓ,2ℓ Jg,n

PicΓ′
ℓ

Picg,n.

ȷg−ℓ

φ
jΓ′

ℓ

For each i, there exists a quasi-stable vertex vi and two edges e = (hi, hi) and e = (h′i, h
′
i) connecting

vi and the unique stable vertex v0 where hi, h
′
i are half-edges at v0. By Lemma 2.2, φ is smooth, so

the normal bundle of jg−ℓ is isomorphic to the pullback of the normal bundle of jΓ′
ℓ
. Therefore, the

Chern roots of the normal bundle of jΓ′
ℓ
are given by ψhi

+ ψhi
, ψh′

i
+ ψ

h
′
i
for 1 ≤ i ≤ ℓ. By the

genus 0 relation [8], we have

ψhi
= −ξhi

+ ξh′
i
and ψ

h
′
i
= ξhi

− ξh′
i
. (34)

The result now follows from Example 4.5.

Let T vir
π be the virtual tangent bundle of π : JC → B. To relate the Todd class of T vir

π and the
Todd class of Rπ, we use the following adaptation of Faltings-Chai [26].

Proposition 4.7. Let π : JC → B be a compactified Jacobian. Then we have Ω1
π,log

∼= π∗E where

E = π∗Ω
1
π,log is the Hodge bundle.
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Proof. By [26, Chapter VI, Theorem 1.1] (also [58, Lemma 4.3.10]), the corresponding identity was
obtained for certain compactified abelian schemes. After pulling back to B, JC and the compactified
abelian scheme have a common refinement. Since log modifications are log étale, Ω1

π,log does not
change under log modification. Hence we get the result.

By combining (28), (29) and Proposition 4.7 we have

td(T vir
π ) = π∗td∨(E) · td∨(Rπ)

−1 . (35)

4.3 Todd class for the birational model

We consider the projection

π̃ : J
(2)
C → B

where J
(2)
C → JC ×B JC is a log modification constructed in Definition 3.7. By Proposition 3.9 (a),

π̃ is semistable and by Proposition 3.10, it is a compactified abelian fibration. We generalize the
result in Section 4.2. By the same argument in Proposition 4.7 we have

Ω1
π̃,log

∼= π̃∗(E⊕ E) . (36)

Proposition 4.8. Let π : JC → B denote the projection, and let π1, π2 : JC ×B JC → JC represent
the two projections. Then the following holds:

td(T
J
(2)
C /B

) · f∗td(−TJC×BJC/B) = td∨(Rπ̃) · π∗1td∨(Rπ)
−1 · π∗2td∨(Rπ)

−1 . (37)

Proof. Consider the fiber diagram

JC ×B JC JC × JC

B B ×B ,

π×π

∆B

where ∆B : B → B ×B is the diagonal. Since JC , B are smooth and π is flat, we have

TJC×BJC/B = π∗1TJC
+ π∗2TJC

− 2π∗TB = π∗1T
vir
π + π∗2T

vir
π

in K0(JC ×B JC). Using (35), we obtain

td(TJC×BJC/B) = td(E⊕2)∨ · π∗1td∨(Rπ)
−1 · π∗2td∨(Rπ)

−1 .

Finally, by applying Lemma 4.2 and (36), we derive the desired result.

Let now κ be a cone of JC ×B JC parametrizing two quasistable graphs Γ1,Γ2 with stabilization

Γ. Keeping the notations of Corollary 3.6, a cone c of J̃
(2)
C lying over κ has the form

c = Re∈Eu(Γ)
≥0 ×

∏
e∈Es1∨s2 (Γ)

R2
≥0 ×

∏
e∈Es1∩s2(Γ)

R3
≥0 (38)

where, for e ∈ Es1∩s2(Γ), the component R3
≥0 is either the ℓ′e1 ≤ ℓ′e2 or the ℓ′e2 ≤ ℓ′e1 piece of the

resolution of
R2
≥0 ×R≥0

R2
≥0 = {(ℓ′e1 , ℓ

′′
e1 , ℓ

′
e2 , ℓ

′′
e2) : ℓ

′
e1 + ℓ′′e1 = ℓ′e2 + ℓ′′e2}.
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Proposition 4.9. As a piecewise polynomial function on J
(2)
C , the restriction of (37) to the cone

(38) is given by ∏
e∈Es1∩s2 (Γ)

td(max (ℓ′e1 , ℓ
′
e2)−min (ℓ′e1 , ℓ

′
e2))td(ℓe)

td(max (ℓ′e1 , ℓ
′
e2))td(ℓe −min (ℓ′e1 , ℓ

′
e2))

where ℓe = ℓ′e1 + ℓ′e2 is the total length of the edge.

Proof. The cone c is the product of cones R≥0,R2
≥0 and R3

≥0. Cones of the first two kinds correspond

to strata of J
(2)
C on which the map to JC ×B JC is an isomorphism, so the relative Todd class is

trivial on them. To ease the notation, we assume ℓ′e1 ≥ ℓ′e2 . Then, in the third case, the cone and
its two projections look as follows:

ℓ′e1 = 0, x = 1 ℓ′e1 = ℓe

ℓ′e2 = ℓe, z = 1

ℓ′e2 = 0

ℓ′e2 = ℓe, y = 1

ℓ′e1 = 0 ℓ′e1 = ℓe

π2

π1

Let x, y, z be the piecewise linear functions on R3
≥0 with slope 1 along the rays indicated in the

diagram, and slope 0 on the other rays. On the cone c, formula (32) reads

td∨(Rπ̃) · π∗1td∨(Rπ)
−1 · π∗2td∨(Rπ)

−1 =
td(x)td(y)td(z)

td(x+ y + z)

td(x+ y + z)

td(x)td(y + z)

td(x+ y + z)

td(x+ y)td(z)

=
td(y)td(x+ y + z)

td(x+ y)td(y + z)
.

Given that x = ℓe− ℓ′e1 , y = ℓ′e1 − ℓ
′
e2 and z = ℓ′e2 , the result follows. It is easy to treat the analogous

case where ℓ′e2 ≥ ℓ′e1 , which simply interchanges the roles of ℓ′e2 and ℓe′1 , leading to the claimed
formula.

5 Fourier transform

5.1 Derived equivalence of compactified Jacobians

In Section 3, we construct an extension of Poincaré line bundle. We show that it gives a derived
equivalence of compactified Jacobians, following Arinkin’s argument in [6] (see also [44]).

Theorem 5.1 ([6]). Let B = Mg,n and let ϵ1, ϵ2 be two non-degenerate stability conditions. Let

P := f∗P̃ ∈ Coh(J
ϵ1
C ×B J

ϵ2
C ) be pushforward of the extended Poincaré line bundle. Then P induces

a derived equivalence

F := −⊗ P : Db
coh(J

ϵ1
C )

∼=−→ Db
coh(J

ϵ2
C )

which is linear over Db
coh(B) with the inverse kernel given by P−1

:= Hom(P,O)⊗ π∗2ωπ[g].
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Proof. Over B = Mg,n, the relative Jacobian J
0
C → B is a δ-regular family of semi-abelian schemes

([5, Proposition 3.3]). By Theorem 1.2, the kernel P = f∗P̃ ∼= Rf∗P̃ is a maximal Cohen-Macaulay
extension of Poincaré line bundle. Therefore, the argument in [6, Section 7.3] applies to the family
JC → B and shows that that F is a derived equivalence.

For a separated scheme X, let K0(X) denote the Grothendieck group of coherent sheaves on X.
We consider the Baum-Fulton-MacPherson homomorphism ([29, Chapter 18]):

τ : K0(X) −→ CH∗(X,Q) . (39)

When X is smooth, we have τ(F ) = ch(F )∪ td(TX). This homomorphism is functorial with respect
to proper pushforward and l.c.i. pullback [29, Theorem 18.2].

In our case, the base B = Mg,n is Deligne-Mumford stack and so (39) has to be modified. One
can use the Baum-Fulton-MacPherson homomorphism for quotient stacks [30]. For our purposes,
the following simple modification suffices. We may take a finite étale morphism B′ → B where B′ is
a scheme (for example, we may take B′ → B to be the moduli space of curves with a level structure).
After base change to B′, the calculations involving τX hold in the Chow group with Q-coefficients.

We next fix our notation for relative correspondences ([20]). Let π1 :M1 → B, π2 :M2 → B be
two proper morphisms between smooth Deligne-Mumford stacks. Then any relative correspondence

Z ∈ CH∗(M1 ×B M2)

defines a morphism
Z : CH∗(M1) → CH∗(M2), α 7→ π2∗(π

!
1α ∩ [Z]) ,

where π!1 is the l.c.i. pullback. We interchangeably use the relative correspondence and the induced
morphism.

Now we consider the Chow-theoretic Fourier transform induced by Theorem 5.1, following [42,
Section 2.3]. Since JC ×B JC is lci, the Todd class of the virtual tangent bundle TJC×BJC

is defined
as an operational Chow class:

td(TJC×BJC
) ∈ CH∗

op(JC ×B JC)Q .

The (Chow-theoretic) Fourier transform is defined by the relative correspondence

F := td(−TJC×BJC
) ∩ τ(P) ∈ CH∗(JC ×B JC)Q . (40)

The inverse Fourier transform is given by

F−1 := td(−(p1 ×B p2)
∗TB) ∩ τ(P

−1
) ∈ CH∗(JC ×B JC)Q . (41)

The choice of the asymmetric Fourier transform will be useful for understanding the Fourier transform
of tautological classes. By Theorem 5.1, we have

F ◦ F−1 ∼= id , F−1 ◦ F ∼= id . (42)

The Fourier transform of the class of a section which factors through the locus of line bundles
JC ⊂ JC (16) can be easily computed:

Proposition 5.2. Let ϵ1, ϵ2 be two non-degenerate stability conditions for p : C → B. Let
s : B → J

ϵ1
C be a section which factors through J ϵ1

C . Let is := (s, id) : J
ϵ2
C → J

ϵ1
C ×B J

ϵ2
C be a closed

embedding. Then we have
F−1

(
ch (i∗sP)

)
= [s] .
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Proof. On the open locus J ϵ1
C ×B J

ϵ2
C ⊂ J

ϵ1
C ×B J

ϵ2
C , the sheaf P is the usual Poincaré line bundle.

Since is factors through the open locus, the pullback i∗sP is a line bundle. For j = 1, 2, let
πj : J

ϵ1
C ×B J

ϵ2
C → J

ϵj
C be the j-th projection. By the functoriality of (39), we have

F([s]) = π2∗
(
is∗1 · td(−TJC×BJC

) · τ(P)
)

= (π2 ◦ is)∗
(
td(Tis) · td(−i∗sTJC×BJC

)i∗sτ(P )td(−TJ ϵ2
C
)
)

= τ(i∗sP)td(−TJ ϵ2
C
)

= ch (i∗sP) .

By (42), we get the result by applying F−1.

5.2 Logarithmic Abel-Jacobi theory

We compute the Fourier transform of the closure of rational Abel-Jacobi sections. The main
result is Proposition 5.8, which extends Proposition 5.2. A key ingredient in our approach is the
desingularization of Arinkin’s kernel constructed in Theorem 1.2.

Let JC be a compactified Jacobian with respect to a non-degenerate stability condition ϵ of
degree 0. For b ∈ Z and a ∈ Zn with

∑
i ai = (2g − 2 + n)b, the rational Abel-Jacobi section

ajb;a : B 99K JC is given by t ∈ B 7→ OCt(
∑
aixi) ⊗ (ω⊗−b

Ct,log
). The section is well-defined on the

locus where the underlying curve is smooth.
We resolve the indeterminacy of the rational Abel-Jacobi section by taking the following f.s.

fiber product in the category of algebraic log stacks (see Section 2.1)

Bb;a JC

B LogPicC .
ajb;a

Since JC → LogPicC is a log modification, Bb;a → B is also a log modification and Bb;a → JC

extends the rational Abel-Jacobi section.
The stack Bb;a is not smooth. For our purposes, we use a smooth modular compactification

constructed by the second author. As we only need the properties of the construction, we do not
review the terminology and rather refer the interested reader to loc.cit.

Theorem 5.3 ([47]). An algebraic logarithmic stack Bϵ
b;a : (LogSch/B)op → (Grp) is defined by

(S → B) 7→ (C ′ → CS , α), where C
′ → CS is a quasi-stable model and α is an equidimensional

piecewise linear function on C ′ where OC′(
∑

i aixi)⊗ (ω⊗−b
Ct,log

)⊗OC′(α) is ϵ-stable. Then Bϵ
b;a is a

Deligne-Mumford stack which is connected and smooth.

The resolved Abel-Jacobi section is defined by

ajb;a : B
ϵ
b;a → JC , (C

′ → C,α) 7→ OC′(
∑

aixi)⊗ (ω⊗−b
C′,log)⊗OC′(α) . (43)

We aim to compute the Fourier transform of (43). By pulling back the diagram (20) along the
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resolved Abel-Jacobi-section (43), we obtain the following fiber diagram

J̃ ϵ
b;a J

(2)
C

JC J
ϵ
b;a JC ×B JC

B Bϵ
b;a JC .

ãjb;a

g f

π

aj′b;aπ2

π1

ajb;a

(44)

By Theorem 5.3, the resolved Abel-Jacobi section ajb;a is a morphism between smooth stacks and
hence ajb;a is l.c.i. Since π1 is flat, aj′b;a is also l.c.i.

Lemma 5.4. In the diagram (44), we have (aj′b;a)
![J

(2)
C ] = [J̃ ϵ

b;a] in CH∗(J̃ ϵ
b;a).

Proof. We first show that J̃ ϵ
b;a is reduced and irreducible. By Proposition 3.9 (a), the composition

π1 ◦ f is a saturated morphism. Therefore, the outer square is the f.s. fiber product. Similarly,
the bottom square is an f.s. fiber product, and thus, the top square is also an f.s. fiber product.
The morphism g is a log modification because the top square is an f.s. fiber product and f is a log
modification. This shows that J̃ ϵ

b;a is reduced and irreducible.

By dimension considerations, the class (aj′b;a)
![J

(2)
C ] is some multiple of the fundamental class of

J̃ ϵ
b;a since it is irreducible. The multiplicity can be verified on the open locus where the underlying

curve is smooth. Over this locus, the map Bϵ
b;a → B is an isomorphism and g is also an isomorphism.

Therefore the multiplicity is one.

We describe the pullback of the extended Poincaré line bundle P̃ along the resolved Abel-Jacobi
section. From Theorem 5.3, k-points of J̃ ϵ

b;a are tuples

(C1, C2, C
′ → Ci, α, L2) , (45)

where C ′ → C1, C2 is a common semistable model, α is an equidimensional piecewise linear function
on C1 where OC1(

∑
i aixi)⊗ (ω⊗−b

C1,log
)⊗OC1(α) is ϵ-stable, L2 is a ϵ-stable line bundle on C2.

For a log curve C → B, we have the formula of the Deligne pairing of an arbitrary line bundle
and a line bundle associated to a piecewise linear function.

Lemma 5.5. Let p : C → B be a log smooth curve over a log smooth base B. For a piecewise
linear function α on C and a line bundle L on C, we have

⟨OC(α), L⟩C =
∑

w∈V (ΓCb
)

deg(L|w) · α(w) ∈ PL(B) . (46)

Proof. We explain the right hand side of (46). For each generic point b ∈ B of a maximal cone,
there exists a map PL(Cb) → ZV (ΓCb

) induced by taking the slope and composing with the divisor
map as in [34, Section 3.3]. The right-hand side of (46) gives the value at each maximal cone.

Both sides of (46) is stable under log modification of the base B and taking semistable modification
of the log curve C → B, as the degree of L is 0 on newly introduced exceptional components.
Therefore it is enough to show (46) when B and C are smooth and logarithmically smooth. The log
curve p is smooth over the nonempty open locus of B, where the left hand side of (46) is trivial, it
is enough to check the multiplicity of left hand side on each boundary of B.
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We represent the line bundle L as the difference of two very ample divisors L ∼= O(D1 −D2).
From the above reduction step, it is enough to prove (46) when α is OC(E) where E is an irreducible
component of p−1D and L is an effective divisor intersecting E transversely. When p−1D is
irreducible L can be written as a linear combination of a divisor flat over B and p−1D, Since p−1D
is the divisor pulled back from the base, it does not contribute. When p−1D has several irreducible
components, we first consider the case when L is a linear combination of a divisor flat over B and a
vertical divisor not equal to E. Then ⟨OC(α), L⟩C ∼= O(mD) where m is the multiplicity of E and
E which is the same as the right hand side. When L contains contribution of E, E can be written
as p−1D minus other vertical divisors transverse to E, hence we get the result.

Remark 5.6. In fact, Lemma 5.5 holds without assuming that B is log smooth. However, the
argument in this more general setting is more involved, and since we do not need it here, we omit it.

From (45), we consider the universal curve C ′ → J̃ ϵ
b;a, the equidimensional piecewise linear

function α on C ′ pulled back from C1, and the universal line bundle L2 on C ′ pulled back from C2.

Corollary 5.7. For the piecewise linear function β on J̃ ϵ
b;a given by ⟨OC′(α), L2⟩C′ , we have

ãj
∗
b;a(c1(P̃)) = g∗π∗2

(
− bκ0,1 +

n∑
i=1

aiξi
)
+ β .

Proof. By the proof of Lemma 5.4, the upper square of (44) is an f.s. fiber diagram. Since f is log

modification, J̃ ϵ
b;a → JC is a log modification. By Proposition 3.19, we obtain:

ãj
∗
b;a(c1(P̃)) ∼=

〈
L2|C′ ,OC′(

∑
aixi)⊗ (ω⊗−b

C1,log
)⊗OC′(α)

〉
∼= g∗π∗2

(
− bκ0,1 +

n∑
i=1

aiξi
)
+ β .

The last equality follows from the linearity of Deligne pairing, together with Lemma 5.5 and the
property that ⟨L,OC(s)⟩ = s∗L for any smooth section s of the universal curve.

We say a class γ in PP(JC) is supported away from the integral locus if it is a linear combination
of normally decorated strata such that the stabilization of no stratum Γ corresponds to an irreducible
curve.

Proposition 5.8. For b ∈ Z and a ∈ Zn with
∑

i ai = (2g − 2 + n)b, there exists a class γb;a in
PP(JC) supported away from the integral locus such that

F(ajb;a) = exp(−bκ0,1 +
n∑

i=1

aiξi)(1 + γb;a) .

Proof. We consider the diagram (44). Let aj′b;a : J
ϵ
b;a → JC ×B JC be the pullback of the resolved

Abel-Jacobi section. Then we have

(aj′v)
!(td(−TJC×BJC

) ∩ τ(P)) = (aj′b;a)
!(td(−TJC×BJC

) ∩ τ(Rf∗P̃))

= (aj′b;a)
!(td(−TJC×BJC

) ∩ f∗τ(P̃))

= g∗(ãjb;a)
!
(
ch(P̃)td(T

J
(2)
C

)f∗td(−TJC×BJC
) ∩ [J

(2)
C ]
)

= g∗
(
ãj

∗
b;a(ch(P̃)td∨(Rπ̃) · π∗1td∨(Rπ)

−1 · π∗2td∨(Rπ)
−1) ∩ [J̃ ϵ

b;a]
)
.

(47)
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The first equality follows from Theorem 1.2, the second from the functoriality of τ under proper
pushforward, the third from the base change formula for l.c.i. pullback, and the fourth from (36)
and Lemma 5.4.

We now compute the Fourier transform of ajb;a. From the definition (40), we have

F(ajb;a) = π2∗(aj
′
b;a)

!
(
td(−TJC×BJC

) ∩ τ(P)
)
.

Therefore, applying (47), we get

F(ajb;a) = π2∗g∗
(
ãj

∗
b;a(ch(P̃)td∨(Rπ̃) · π∗1td∨(Rπ)

−1 · π∗2td∨(Rπ)
−1) ∩ [J̃ ϵ

b;a]
)
.

The pullback of the extended Poincaré line bundle along ãjb;a is calculated in Corollary 5.7:

ãj
∗
b;ach(P̃) = exp(g∗π∗2(−bκ0,1 +

n∑
i=1

aiξi)) exp(β) .

Since the pullback along log maps preserves piecewise polynomials, by applying Proposition 4.4 and
Corollary 5.7 the class

ãj
∗
b;a

(
td∨(Rπ̃) · π∗1td∨(Rπ)

−1 · π∗2td∨(Rπ)
−1
)

(48)

lies in PP(J̃ ϵ
a). The pullback of a piecewise polynomial along a log map is also piecewise polynomial.

Moreover, the composition π2 ◦ g is a sequence of log modifications. Since the pushforward of a
piecewise polynomial is a piecewise polynomial [59, Proposition 67], we have

γb;a := π2∗g∗
(
exp(β) · ãj∗b;a

(
td∨(Rπ̃) · π∗1td∨(Rπ)

−1 · π∗2td∨(Rπ)
−1
))

− 1 ∈ PP(JC) .

Lastly, we show that γb;a is supported away from the integral locus. Over the locus where
the underlying curve is integral, the Abel-Jacobi section is well-defined without log modification.
Therefore, the indeterminacy locus of ajb;a only contains reducible stable curves. Thus, over the
integral locus,

(i) the function β is 0, and

(ii) the section ãj
∗
b;a lands in the locus of J

(2)
C which is isomorphic to JC ×B JC .

From (i), we find that exp(β) = 1. Combining (ii) with the Todd class formula of Proposition 4.9
we see that the smaller of the coordinates ℓ′e1 , ℓ

′
e2 is zero, reducing (48) to 1 over the integral locus.

By combining these two observations, we conclude that the class γb;a vanishes over the integral
locus.

5.3 Partial Fourier transform

Let π : JC → B be the compactified Jacobian associated with a nondegenerate stability condition.
Let JC ⊂ JC be the open substack corresponding to line bundles. We consider the Fourier transform
restricted to the product JC ×B JC .

Proposition 5.9. Let F−1 ∈ CH∗(JC ×B JC) be the inverse Fourier kernel (41). Then we have

F−1|JC×BJC
= (−1)gch(P∨) · π∗1 td∨(Rπ)

−1 ,

where Rπ is the residue sheaf for π defined in Lemma 4.2.
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Proof. Let E := π∗Ω
1
p → B be the Hodge bundle on B. Consider the projection π1 ×B π2 :

JC ×B JC → B. On JC ×B JC , the inverse Fourier transform is expressed as

F−1|JC×BJC
= (−1)g · ch(P∨) · (π1 ×B π2)

∗ch(detE) · td(TJC×BJC
) · td(−(π1 ×B π2)

∗TB) ,

where the sign comes from the shift [−g] in P−1
. Applying Lemma 4.2, this simplifies to

td(TJC×BJC
) · td(−(π1 ×B π2)

∗TB) = td∨(Rπ)
−1 · td∨((π1 ×B π2)

∗E⊕2) .

From [54, Corollary 5.3], it follows that c(E)c(E∨) = 1, which implies that all Pontryagin classes of
E vanish. Consequently, the identity

td∨(E)ch
(
1

2
det(E)

)
= 1 . (49)

holds. With this, the desired result follows.

Now we consider a partial Fourier transform

F◦ := ch(P∨) ∈ CH∗(JC ×B JC) . (50)

When the genus is important, we denote F◦
g.

We prove an elementary property of F◦. Let J
0
C → B be the relative Jacobian of multidegree

zero line bundles. When the stability condition for the second factor is small, then we can further
restrict (50) to JC ×B J

0
C . The morphism µ is the action defined in (8).

Lemma 5.10. On JC ×B J
0
C , we have c1(P) = −µ∗Θ+ π∗1Θ+ π∗2Θ.

Proof. Let p̂ : Ĉ → JC ×B JC be the universal quasi-stable curve. By the Deligne pairing formula
(18), we have c1(P) = p̂∗(c1(L1)c1(L2)). Therefore we get the desired formula.

5.4 Recursive structure of Fourier transform

We prove that the image of the Fourier transform, when restricted to J
0
g,n, has a recursive structure.

For a nondegenerate stability condition ϵ, we consider the partial Fourier transform (50), given by
F◦
g : CH∗(J

ϵ
g,n) → CH∗(J

0
g,n).

We state the main result of this section.

Theorem 5.11. Let γ be a piecewise polynomial class on J
ϵ
g,n and let Ξg be a monomial in the

ξ-classes and the κ0,1-class on J
ϵ
g,n. There exists an effective algorithm to compute F◦

g(γ · Ξg) in

terms of F◦
h(Ξh) over Mh,m for all pairs (h,m), where either h = g,m ≤ n or h < g with any m ≥ 1.

The precise algorithm in Theorem 5.11 will be clear from the proof below. The basic idea is
straightforward - a piecewise polynomial class on J

ϵ
g,n is supported on the boundary. Each boundary

stratum (of positive codimension) corresponds to some stable graph Γ along with a quasi-stable
subdivision Γ̃ and an ϵ-stable multidegree δ on Γ̃. We will show that the Fourier transform can be
computed in terms of Fourier transforms on “smaller” Jh,m corresponding to the vertices of Γ.

Before proving Theorem 5.11, we study two extreme cases: a class supported on a maximally
subdivided stable graph (33) and a class supported on a stable graph. We begin with the first case.
Consider the following diagram where the right square is a fiber product

J0,Gh
m J

0
g,n

J
0
g−h,n+2h Mg−h,n+2h Mg,n .

rh

q
(51)
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Proposition 5.12. For 1 ≤ h ≤ g, let ȷh : Jg−h,n+2h → Jg,n be the morphism defined in (33). For
a class α in CH∗(Jg−h,n+2h), we have

F◦
g((ȷh)∗α) = (rh)∗q

∗F◦
h(α) .

Proof. To simplify notation, we denote by C = Cg,n → B = Mg,n and C ′ = Cg−h,n+2h → ∂B =
Mg−h,n+2h the two universal curves. Consider the diagram:

J∂C ×∂B J
0,Gh

m
∂C JC ×B J

0
C J

0
C

J∂C JC

π′
1

ȷ′h π2

π1

ȷh

(52)

where ȷh is the map defined in Lemma 2.4 and the square is Cartesian. Let q : J
0,Gh

m
C′ → J

0
C′ be

the projection as described in (51). Let ν : C ′ → C ′ be the morphism that results from gluing the
(n+ 2i− 1)-th and (n+ 2i)-th markings for all 1 ≤ i ≤ h. Let LGm denote the restriction of the

universal line bundle on C → J
0
C to J

0,Gh
m

C′ , and let L be the universal line bundle on C ′ → J
0
C′ .

We first compare two Poincaré line bundles. Let Pg be the Poincaré line bundle on JC ×B J
0
C

and let Pg−h be the Poincaré line bundle on JC′ ×∂B J
0
C′ . It is easier to work with the universal

sheaf described by a rank 1 torsion free sheaf. Let Fg be the universal sheaf on C → JC and Fg−h

be the universal sheaf on C ′ → JC′ . For the gluing morphism ν : C ′ → C ′ over JC′ , Lemma 2.4
implies that

ȷ∗hFg
∼= ν∗Fg−h .

The Deligne pairing naturally extends when one of the factors is a rank 1 torsion-free sheaf via an

appropriate determinant line bundle ([5, eq. (3)]). For id× q : J∂C ×∂B J
0,Gh

m
∂C → J∂C ×∂B J

0
∂C , we

have

(id× q)∗Pg−h
∼= (id× q)∗⟨Fg−h,L⟩C′ ∼= ⟨Fg−h, ν

∗LGm⟩C′

∼= ⟨ν∗Fg−h,LGm⟩C′
∼= (ȷ′h)

∗Pg , (53)

where the third isomorphism follows from ν∗ being exact.
We apply the above computation to (52). For any α ∈ CH∗(Jg−h,n+2h), we have

F◦
g((ȷh)∗α) = π2∗(π

∗
1(ȷh)∗α ∪ ch(Pg))

= π2∗(ȷ
′
h)∗((π

′
1)

∗α ∪ (j′h)
∗ch(Pg))

= π2∗(ȷ
′
h)∗((id× q)∗π∗1α ∪ (id× q)∗ch(Pg−h))

= π2∗(ȷ
′
h)∗(id× q)∗(π∗1α ∪ ch(Pg−h))

= (rh)∗π2∗(id× q)∗(π∗1α ∪ ch(Pg−h))

= (rh)∗q
∗π2∗(π

∗
1α ∪ ch(Pg−h)) = (rh)∗q

∗F◦
g−h(α) ,

where the third equality follows from (53) and the other equalities are from the projection formula.
This completes the proof.

Now we describe the strata of J
ϵ
g,n corresponding to stable graphs. For a stable graph Γ of genus

g with n markings, let

MΓ :=
∏

v∈V (Γ)

Mg(v),n(v) → Mg,n
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denote the gluing map. Let δ : V (Γ) → Z be an ϵ-stable multidegree. Let JΓδ
be the compactified

Jacobian defined as in (13). Then JΓδ
is smooth.

Let Γ be a stable graph with h1(Γ) = 0, and let δ : V (Γ) → Z be the unique ϵ-stable multidegree.
Then there exists a nondegenerate stability condition ϵv for Mg(v),n(v) of degree δ(v) such that the

stratum JΓδ
is isomorphic to

∏
v∈V (Γ) J

ϵv
g(v),n(v).

Proposition 5.13. Let Γ be a stable graph with h1(Γ) = 0. For each vertex v ∈ V (Γ), choose a
class αv ∈ CH∗(J

ϵv
g(v),n(v)). Then, the Fourier transform satisfies the factorization property:

F◦
g

( ∏
v∈V (Γ)

αv

)
=

∏
v∈V (Γ)

F◦
g(v)(αv) .

Proof. Let PΓ be the restriction of the Poincaré line bundle on J
ϵ
g,n ×Mg,n

J
0
g,n to JΓδ

×MΓ
J
0
Γ. By

[43, Lemma 5.5] we have
PΓ

∼= ⊠v∈V (Γ)Pv ,

where Pv are Poincaré line bundles on Jg(v),n(v) ×Mg(v),n(v)
J
0
g(v),n(v). This gives the result.

Let Γ be a stable graph with h1(Γ) > 0, and let δ : V (Γ) → Z be an ϵ-stable multidegree. We
describe the boundary strata JΓδ

up to birational equivalence. We consider the composition of
morphisms

JΓδ
→ PicΓδ

q−→
∏

v∈V (Γ)

Picg(v),n(v),δ(v) →
∏

v∈V (Γ)

LogPicg(v),n(v) (54)

where the first morphism is from (13), the second morphism is from (12) and the third morphism is
from (15). Choose any nondegenerate stability condition ϵv for Mg(v),n(v) of degree δ(v). We denote

J
Γδ :=

∏
v∈V (Γ)

J
ϵv
g(v),n(v) .

By combining (54) and (9), we obtain an f.s. fiber diagram

J̃Γδ
J
Γδ

JΓδ

∏
v∈V (Γ) LogPicg(v),n(v) .

s

r t

ρ

(55)

Since the right vertical map is a log modification, r : J̃Γδ
→ JΓδ

is also a log modification.

To understand the space J̃Γδ
, we must study the composed map ρ from (54).

Lemma 5.14. The stack J̃Γδ
parametrizes tuples

(C,L, τ, C ′
v, αv) ,

where

• C is a quasi-stable curve, and L is a ϵ-stable line bundle.

• τ is a specialization ΓC → Γ satisfying (56).
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• C ′
v is a quasi-stable model of Cv, and αv is a piecewise linear function on C ′

v such that

Lv(αv) is ϵv-stable

Proof. The moduli space JΓδ
parametrizes triples (C,L, τ), where C is a quasi-stable curve, L is an

ϵ-stable line bundle, and τ is a specialization from the dual graph ΓC of C to Γ, so that for each
v ∈ V (Γ), ∑

w∈τ−1(v)

degL|Cw = δ(v). (56)

Let ν : Cν → C be the partial normalization of C determined by normalizing along the nodes corre-
sponding to the edges τ−1(e), e ∈ E(Γ). Write Cν

v for the union of components of Cν corresponding
to the subgraph τ−1(v) for v ∈ V (Γ). The morphism q sends (C,L, τ) to

(Cν
v , ν

∗Lv)v∈V (Γ) ,

where ν∗Lv is the restriction of ν∗L to Cν
v . The quasistable components of C lying over edges

e ∈ E(Γ) become rational tails of length 1 attached to the components Cν
v , and ν

∗Lv has degree 1
on such tails. There is a unique piecewise linear function βv on Cν

v which has value 0 at the vertices
which are not rational tails, and slope 1 on the oriented edges emanating away from the rational
tail vertices. The line bundle ν∗Lv(βv) then has degree 0 on rational tails, and hence is induced by
a line bundle Lv on the curve Cv obtained by contracting the rational tails of Cν

v . The composed
map ρ takes (C,L, τ) to

(Cv, [Lv])v∈V (Γ)

where Lv is the associated log line bundle of Lv.

One difficulty in understanding (55) is that the map s : J̃Γδ
→ J

Γδ has positive relative
dimension. To address this, we introduce an algebraic log stack that sits in between, which provides
a genus-recursive structure for the Fourier transform.

The logarithmic multiplicative group Glog is an algebraic log stack whose functor of points on log
schemes S is given by Glog(S) := H0(S,Mgp

S ) ([51, Definition 2.2.7]). It contains the multiplicative
group Gm as a subgroup. Consequently, any (Gm)h-torsor T on a log scheme extends canonically to
a (Glog)

h-torsor Tlog by extension of scalars.

Proposition 5.15. For a stable graph Γ, choose a spanning tree of Γ with complementary edges

labeled by ei = (hi, h
′
i) for 1 ≤ i ≤ h1(Γ). Let T be the (Gm)h

1(Γ)-torsor over J
Γδ defined by

T =

h1(Γ)⊕
i=1

(L∨
hi

⊗ Lh′
i
)× . (57)

Let Tlog as the associated (Glog)
h1(Γ)-torsor. Then the morphism s : J̃Γδ

→ J
Γδ defined in (55) is a

log modification of Tlog.

Proof. We use the explicit description of J̃Γδ
proven in Lemma 5.14. Given data (C,L, τ) as above and

an edge e = {h, h′} consisting of two half edges, we write Ch, Ch′ for the two preimages of the node in
the stabilization of C corresponding to the half edges τ−1(h), τ−1(h′) ∈ ΓC . Similarly, let [L]|h, [L]|h′

denote the restrictions of an element of
∏

v∈V (Γ) LogPicg(v),n(v) to Ch and Ch′ , respectively.
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Let T denote the category fibered in groupoids over the (unrigidified) stack
∏

v∈V (Γ) LogPicg(v),n(v)
parametrizing an element of

∏
v∈V (Γ) LogPicg(v),n(v) together with isomorphims of log line bundles

at half edges
[L]|h → [L]|h′ .

The space of isomorphism classes π0(T ) is then, as in the classical case, a (Glog)
h1(Γ)-torsor. In fact,

by choosing a spanning tree in Γ, with complementary edges ei = {hi, h′i}, for i = 1, · · · , h1(Γ), the
π0(T ) is identified with

h1(Γ)⊕
i=1

Iso([L]|hi
, [L]|h′

i
) ∼=

h1(Γ)⊕
i=1

([L]|∨hi
⊗ [L]|h′

i
)× . (58)

Since the log Picard group LogPicg,n satisfies the log Néron mapping property by [33, Theo-

rem 6.11], and the same holds for Glog, it follows that any (Glog)
h1(Γ)-torsor over LogPicg,n also

satisfies the log Néron mapping property, and in particular π0(T ) does. Moreover, the normalization
JΓδ

is toroidal, and there is a natural rational map JΓδ
99K π0(T ) over the locus of line bundles.

Thus, there is a lift of the map ρ defined in (55) to a map

ρ′ : JΓδ
→ π0(T ).

A standard deformation theory argument shows that this map is log étale. It is also proper and
birational, and hence it is a log modification. Therefore, diagram (55) in fact factors as

J̃Γδ
π0(T )|

J
Γδ J

Γδ

JΓδ
π0(T )

∏
v∈V (Γ) LogPicg(v),n(v) .

t

ρ′

with the top right arrow a (Glog)
h1(Γ)-torsor and the top left arrow a log modification.

The pullback of the (Glog)
h1(Γ)-torsor π0(T ) to J

Γδ along the morphism t is induced by the

(Gm)h
1(Γ)-torsor, since the universal log line bundle on J

Γδ is represented by an actual line bundle.
The explicit formula (57) follows from (58). This concludes the argument.

For each vertex v ∈ V (Γ), denote by κ0,1[v] ∈ CH1(JΓδ
) be the corresponding class pulled back

from Picg(v),n(v).

Corollary 5.16. Let r : J̃Γδ
→ JΓδ

and s : J̃Γδ
→ J

Γδ be the projections defined in (55).

For 1 ≤ i ≤ n, r∗ξi = s∗ξi + αi for some αi ∈ PL(J̃Γδ
). Furthermore, for each v ∈ V (Γδ),

r∗κ0,1(v) = s∗κ0,1[v] + α[v] for some α[v] ∈ PL(J̃Γδ
).

Proof. Let r∗C and s∗C denote the universal curves on J̃Γδ
, pulled back respectively from JΓδ

and J
Γδ . Consider their components in the respective normalizations corresponding to a vertex

v ∈ V (Γ). Following the notation in Lemma 5.14, these components are C ′
v and Cv, with a log

blowup C ′
v → Cv. The universal bundles r∗L and s∗L, pulled back to C ′

v then become

Lv(αv), Lv
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respectively, where αv is the piecewise linear function defined in Lemma 5.14. The log canonical
lines bundles pulls back to the log canonical bundles on each C ′

v and Cv. Therefore,

r∗ξi = x∗i (c1(Lv(αv))) = x∗i c1(Lv) + x∗iαv = s∗ξi + αi

for the piecewise linear function αi = x∗iαv.

For κ0,1[v], let pv : C ′
v → J̃Γδ

be the projection. Then

r∗κ0,1[v] = (pv)∗(c1(Lv(αv)) · c1(ωlog)) = (pv)∗(c1(Lv) · c1(ωlog)) + (pv)∗(c1(Lv) · αv)

= (pv)∗(c1(Lv) · c1(ωlog)) + α[v]

for the piecewise linear function α[v] defined by

α[v] = (pv)∗(αv · c1(ωlog)) = ⟨αv, c1(ωlog)⟩

as in Lemma 5.5.

We compare Poincaré line bundles up to birational equivalence. For the relative Jacobian
J
0
g,n → Mg,n and a stable graph Γ of genus g with n markings, we denote

JΓ :=
∏

v∈V (Γ)

J
0
g(v),n(v)

and
JGm
Γ := J0

g,n|MΓ
.

Similar to the diagram (51), we have a commutative diagram

JGm
Γ J

0
g,n

J
0
Γ MΓ Mg,n ,

rΓ

q (59)

where the morphism q : JGm
Γ → JΓ induced by the partial normalization of the underlying curve

is a Gh1(Γ)
m -torsor by Lemma 2.3. For each v ∈ V (Γ), let Pg(v),n(v) be the Poincaré line bundle on

Jg(v),n(v) ×Mg(v),n(v)
J
0
g(v),n(v) and denote

PΓ := ⊠v∈V (Γ)Pg(v),n(v) ∈ Pic(J
Γ ×MΓ

JΓ) .

Let PΓ be the restriction of the Poincaré line bundle on J
ϵ
g,n ×MΓ

J
0
g,n to JΓδ

×MΓ
JGm
Γ . From (55),

we obtain a diagram

PΓ J̃Γδ
×MΓ

JGm
Γ PΓ

JΓδ
×MΓ

JGm
Γ J

Γ ×MΓ
JGm
Γ .

r s (60)

Here, we abbreviate r = r × id, s = s× id.
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Proposition 5.17. In (60), we have r∗PΓ
∼= s∗PΓ in Pic(J̃Γδ

×MΓ
JGm
Γ ).

Proof. We first write r∗PΓ and s∗PΓ as Deligne pairings. Let CΓ → JΓδ
be the universal quasi-stable

curve induced by the morphism JΓδ
→ Picg,n. The partial normalization ν : Cν

Γ → CΓ arises from

the morphism q in (12). We pullback ν along J̃Γδ
×MΓ

JGm
Γ . Denoting by L1 → CΓ the restriction

of the admissible model of the universal sheaf from JC and by M the pullback of the universal
multidegree zero line bundle from J

0
C , the projection formula along ν gives:

r∗PΓ = r∗⟨L1,M⟩CΓ
∼= ⟨ν∗L1, ν

∗M⟩Cν
Γ
. (61)

To compute s∗PΓ, introduce the contraction morphism µ : Cν
Γ → Cs

Γ which contracts rational P1

components with a single special point. Let L2 → Cs
Γ be the pullback of the admissible line bundle

from J
Γδ . By Lemma 5.14, there exists a piecewise linear function α on Cν

Γ which induces an
isomorphism

µ∗L2
∼= ν∗L1 ⊗OCν

Γ
(α) . (62)

We now compare the two line bundles using the Deligne pairing. From the established relation-
ships, we can write:

r∗PΓ
∼= ⟨ν∗L1, ν

∗M⟩ ∼= ⟨ν∗L1 ⊗OCν
Γ
(α), ν∗M⟩ ∼= ⟨µ∗L2, µ

∗M⟩Cµ
Γ

∼= s∗PΓ .

Here, the first isomorphism follows from (61), and the second from (62). The third isomorphism uses
the fact that M is a line bundle of multidegree zero, allowing us to apply Lemma 5.5, which ensures
that the correction factor OCν

Γ
(α) does not contribute. Thus, we obtain the desired isomorphism

r∗PΓ
∼= s∗PΓ.

We compute the Fourier transform of monomials supported on a stratum associated to a stable
graph Γ via lower genus Fourier transforms.

Lemma 5.18. Let B be a log scheme with smooth underlying scheme, and let L1 ⊕ · · · ⊕ Lh be
a split vector bundle over B. Denote by T the underlying (Gm)h-torsor. Let p :M → B be a log
modification of Tlog. For any α ∈ PP(M), the pushforward π∗(α) lies in the subring of CH∗(B)
generated by PP(B) and c1(L1), · · · , c1(Lh).

Proof. Consider the projective bundle q : Ph
B := P(L1 ⊕ · · ·Lh ⊕OB) → B. It admits a morphism

Ph
B → Tlog over B which is a log modification. Choose a log modification M ′ together with proper

surjective log modifications f : M ′ → M and g : M ′ → Ph
B. Since f is a proper surjective

log modification, there exists α′ ∈ PP(M ′) where f∗(α
′) = α. By [59, Proposition 67], we have

g∗(α
′) ∈ PP(Ph

B). For any β ∈ PP(Ph
B), the projective bundle formula implies that π∗(β) lies in the

subring generated by PP(B) and c1(L1), · · · , c1(Lh). Since p∗(α) = p∗f∗(α
′) = p∗g∗(α

′), the result
follows.

Corollary 5.19. Let Γ be a stable graph of genus g with n markings, and let δ : V (Γ) → Z be an
ϵ-stable multidegree. For any monomial in ξ1, . . . , ξn and the κ0,1-class Ξ in CH∗(JΓδ

), there exists

polynomials in ξ, κ0,1-classes Ξv on J
ϵ(v)
g(v),n(v) and αv ∈ PP(J

ϵ(v)
g(v),n(v)) such that

F◦
g

(
(jΓδ

)∗(Ξ)
)
= (rΓ)∗q

∗
( ∏

v∈V (Γ)

F◦
g(v)(Ξv · αv)

)
.

Here, rΓ and q are defined in (59).
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Proof. We consider the diagram (60). Consider a monomial Ξ = κm0,1 ·
∏
ξkii on JΓδ

. By Corollary

5.16, there exists α0, α1, · · · , αn ∈ PL(J̃Γδ
) such that

r∗π∗1(Ξ) = s∗π∗1

(
(κ0,1 + α0)

m ·
∏
i

(ξi + αi)
ki
)
. (63)

We consider the (Gm)h
1(Γ)-torsor T over JΓδ

defined in (57). By Proposition 5.15, the morphism

s : J̃Γδ
→ J

Γδ is a log modification of Tlog. Therefore, we get

F◦
g(jΓδ∗(Ξ)) = (rΓ)∗q

∗π2∗(π
∗
1(Ξ) ∪ ch(PΓ))

= (rΓ)∗q
∗π2∗s∗(r

∗π∗1Ξ ∪ s∗ch(PΓ))

= (rΓ)∗q
∗π2∗s∗(s

∗π∗1((κ0,1 + α0)
m ·
∏
i

(ξi + αi)
ki) ∪ s∗ch(PΓ))

= (rΓ)∗q
∗
( ∏

v∈V (Γ)

F◦
g(v)(Ξv · αv)

)
,

where the first equality follows from the projection formula, the second equality follows from
Proposition 5.17, and the third equality follows from (63) and the last equality follows from
Proposition 5.15 and Lemma 5.18 together with the construction of PΓ.

We now complete the proof of Theorem 5.11.

Proof of Theorem 5.11. Let γ be a piecewise polynomial class on J
ϵ
g,n. Such a class can be expressed

as a linear combination of terms of the form [Γ̃
δ̃
, γ0], where Γ̃

δ̃
is an ϵ-stable quasi-stable graph and

γ0 is a monomial of balanced ψ-classes. We may assume that the graph is nontrivial.
To describe the boundary stratum J

Γ̃
δ̃
more concretely, consider that the graph Γ̃ arises from

subdividing a stable graph Γ at h edges for some h ≥ 0. By Lemma 2.4, we can find a stability
condition ϵh on Mg−h,n+2h with a map

J
ϵh
g−h,n+2h → Jg,n

whose image is the closure of the locus of curves with h self nodes. We can then lift the data of the
ϵ-stable multidegree δ̃ : V (Γ̃) → Z to an ϵh-stable multidegree δ on a graph Γδ obtained from Γ by
cutting the h edges that are subdivided in Γ̃, creating 2h additional markings, and choosing some
labeling for them. Using this multidegree, we find a diagram

JΓδ
J
ϵh
g−h,n+2h J

ϵ
g,n

MΓ Mg−h,n+2h Mg,n .

jΓ ȷh

(64)

with JΓδ
being finite over the normalization of J

Γ̃
δ̃
.

For the monomial γ0, and the ψ-classes on unstable vertices, we apply the genus 0 relation (34)
on such unstable vertices. For a stable vertex v, let st : Mg(v),n(v) → Mg(v),n(v) be the stabilization
morphism. By [11, Proposition 3.14], we have

st∗ψi = ψi − δi (65)
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where δi ∈ CH1(Mg(v),n(v)) is the divisor class associated with the prestable graph consisting of two
vertices of genus 0 and g(v), connected by an edge, with the first marking attached to the genus-0
vertex. Then (65) thus allows us to rewrite γ0 as a polynomial involving ψ-classes pulled back
from MΓ and ξ-classes associated with the last 2h markings on JΓδ

. In particular, no ξ-classes are
introduced at the edges of Γ.

We consider the class π∗Ψ · Ξ, where Ψ is a monomial in ψ-classes pulled back from MΓ in (64)
and Ξ is a monomial in ξ-classes and κ0,1 on JΓδ

. By Proposition 5.12, we have the equality

F◦
g(ȷh∗jΓ∗(π

∗Ψ · Ξ)) = rh∗q
∗F◦

g−h(jΓ∗(π
∗(Ψ) · Ξ)) = π∗(Ψ) · rh∗q∗F◦

g−h(jΓ∗(Ξ)) , (66)

where the second equality holds due to the linearity of F◦
g−h. If h

1(Γ) > 0, the Fourier transform

of (66) reduces to computing lower genus Fourier transforms by Corollary 5.19. If h1(Γ) = 0, the
Fourier transform of (66) reduces to a computation involving Fourier transforms F◦

gv corresponding
to the vertices of Γ by Proposition 5.13. Since Γ was a nontrivial stable graph, these vertices either
have smaller genus gv < g or have gv = g and nv < n. This establishes the recursive structure of
the Fourier transform.

6 The top degree part of the DR formula

6.1 The double ramification cycle formula

Suppose we have a genus g ≥ 0, codimension c ≥ 0, integer b, and vector a = (a1, . . . , an) of integers
with sum (2g − 2 + n)b. Then the double ramification cycle (DR) formula [36] gives a cycle

DRc
g(b; a) ∈ CHc(Mg,n).

In the special case c = g, this formula gives the (b-twisted) DR cycle, which encodes the divisorial
condition OC(a1p1 + · · · + anpn) ∼= (ωC,log)

⊗b. But the formula gives a well-defined cycle for all
values of c, and the value c = g will not be special for anything we do in this section.

The formula given in [36, Section 1.1] for DRc
g(b; a) isexp

(
−b

2

2
κ1 +

n∑
i=1

a2i
2
ψi

) ∑
Γ∈Gg,n

w∈WΓ,r,b

r−h1(Γ)

|Aut(Γ)|
(jΓ)∗

[ ∏
e=(h,h′)∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

]
codim c,

r=0

.

Here Gg,n is the set of stable graphs for Mg,n and WΓ,r,b is the set of functions w assigning to each
half-edge h ∈ H(Γ) an integer w(h) ∈ {0, 1, . . . , r − 1} satisfying the congruence conditions:

• If hi is the leg with marking i, then w(hi) ≡ ai (mod r).

• If e = (h, h′) ∈ E(Γ) is an edge, then w(h) + w(h′) ≡ 0 (mod r).

• If v ∈ V (Γ) is a vertex, then∑
h at v

w(h) ≡ (2gv − 2 + nv)b (mod r).

The expression inside the brackets then has the property that its codimension c part is a polynomial
in the integer parameter r for r ≫ 0, and we take the constant term of that polynomial.
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It will be convenient for us to work with “total DR”, i.e.

DRg(b; a) =
∑
c≥0

DRc
g(b; a).

One reason is that we can then factor out the exponential factor at the beginning of the formula
and write

DRg(b; a) = exp(DRDg(b; a))DRPg(b; a), (67)

where

DRDg(b; a) = −b
2

2
κ1 +

n∑
i=1

a2i
2
ψi

is a divisor class and

DRPg(b; a) =

 ∑
Γ∈Gg,n

w∈WΓ,r,b

r−h1(Γ)

|Aut(Γ)|
(jΓ)∗

[ ∏
e=(h,h′)∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

]
r=0

(68)

is the “piecewise polynomial part” of the DR formula. Thus the complexity of the DR formula is
contained in the DRP factor.

It will be convenient for us to isolate a single coefficient in DRPg(b; a) and describe it in a more
raw combinatorial form. Let G be a connected finite graph (if it is a stable graph with genus
assignments and legs, we ignore those features) and let av be integers indexed by the vertices
v ∈ V (G), subject to the relation

∑
v av = 0. Then define the double ramification cycle graph

invariant C(G) by

C(G)({av}) :=

r−h1(G)
∑

w∈WG,r

∏
e=(h,h′)∈E(G)

1

2
w(h)w(h′)


r=0

. (69)

HereWG,r is analogous toWΓ,r,b, butG has no legs and the conditions on w : H(G) → {0, 1, . . . , r−1}
are simply:

• If e = (h, h′) ∈ E(Γ) is an edge, then w(h) + w(h′) ≡ 0 (mod r).

• If v ∈ V (Γ) is a vertex, then ∑
h at v

w(h) ≡ −av (mod r).

Then for a stable graph Γ ∈ Gg,n, the coefficient of the pure boundary stratum class

1

|Aut(Γ)|
(jΓ)∗1

in DRPg(b; a) (or in DRg(b; a)) is precisely given by C(Γ)({av}) after taking

av :=

 ∑
leg i at vertex v

ai

− (2gv − 2 + nv)b. (70)
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It turns out that C(G)({av}) is a polynomial in the integers av of degree at most 2|E(G)| [62, 61].
We think of C(G) as an element

C(G) ∈ Q[{av}]
/(∑

v

av

)
where the av are now formal variables.

The full DRP formula includes tautological classes other than pure boundary strata classes - there
can be insertions along edges of polynomials in ψ + ψ′, the sum of the two ψ classes corresponding
to the two halves of the edge. However, the coefficients of these more general tautological classes in
the DR formula are still easily expressed in terms of the graph invariants C(G). This is done by
modifying the graph slightly - if edge e has an insertion of (−ψ − ψ′)d/(d+ 1)!, then modify the
stable graph Γ by subdividing the edge e into d+1 edges (adding d new semistable vertices of genus
0). If the resulting semistable graph is Γ̂, then the coefficient in the DR formula is now given by
C(Γ̂) (after the same specialization of variables (70), which gives av := 0 for all semistable vertices).
This perspective is explained further in [60] and will be used in Section 6.4.1.

6.2 The top degree part

The total DR cycle
DRg(b; a) = exp(DRDg(b; a))DRPg(b; a)

depends polynomially on the inputs b, ai [62, 61]. More precisely, the codimension c part is a
polynomial of degree at most 2c:

DRc
g(b; a) ∈ CHc(Mg,n)⊗Q [Q[b, a1, . . . , an]/(a1 + · · ·+ an − (2g − 2 + n)b)]deg ≤ 2c .

We can take the top degree part of this polynomial to define

D̃R
c

g(b; a) ∈ CHc(Mg,n)⊗Q [Q[b, a1, . . . , an]/(a1 + · · ·+ an − (2g − 2 + n)b)]deg 2c .

We also let D̃Rg(b; a) be the part of the total DR formula DRg(b; a) in which the polynomial degree
is exactly twice the codimension. Clearly we can factor out the exponential factor:

D̃Rg(b; a) = exp(DRDg(b; a))D̃RPg(b; a).

The main result of this section is a correspondence between the total DR formula and its top
degree part. The correspondence is most naturally stated using the negative zeta value regularization
convention

∞∑
k=1

kd+1 := ζ(−d− 1) = −Bd+2

d+ 2
for d ≥ 0, (71)

where Bn are the Bernoulli numbers.

Theorem 6.1. Let g, n ≥ 0. For each 0 ≤ m ≤ g, let jm : Mg−m,n+2m → Mg,n be the gluing map
gluing the last m pairs of markings. Then

DRg(b; a) =

g∑
m=0

1

2mm!
(jm)∗

 ∑
k1,...,km>0

(
m∏
i=1

ki

)
D̃Rg−m(b; a, k1,−k1, k2,−k2, . . . , km,−km)

 ,
where the infinite sums over ki of polynomials in ki are evaluated via (71).
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Note that we can take the codimension c part of both sides to express DRc
g in terms of D̃R

c−m

g−m.
The correspondence can also be formally inverted by adding a sign factor:

Corollary 6.2. Let g, n ≥ 0. Then

D̃Rg(b; a) =

g∑
m=0

(−1)m

2mm!
(jm)∗

 ∑
k1,...,km>0

(
m∏
i=1

ki

)
DRg−m(b; a, k1,−k1, k2,−k2, . . . , km,−km)

 .
We will prove Theorem 6.1 in Section 6.4 after first reviewing a formula of Zagier in Section 6.3.

We will then generalize to the universal Picard stack in Theorem 6.6 in Section 6.5.

6.3 Zagier’s formula for a DR coefficient

Zagier gave an alternative expression for the graph invariant C(G) appearing in the DR formula - a
proof can be found in the notes [61]. We briefly recall Zagier’s formula here. It has the advantage of
being visibly polynomial in the av variables.

To describe the formula, it is convenient to fix an orientation of every edge of the graph G (it
will be easy to see that this choice does not affect the following formula for C(G)). Also, for each
edge e ∈ E(G), let ze be a formal variable. The shape of Zagier’s formula is a sum over spanning
trees T of G. Given such a tree T , we need two auxiliary definitions before we can state the formula.

First, suppose e ∈ E(G) is an edge that does not belong to the spanning tree T . Then there is a
unique cycle in the subgraph T ∪ {e}; let ze,T be the signed sum of zf over edges f in that cycle,
with signs given by comparing the orientation of f with the orientation of e as you go around the
cycle (which must contain e). In other words, ze always has positive sign in ze,T .

Second, suppose e ∈ E(G) is an edge that does belong to the spanning tree T . Then the
subgraph T \ {e} (given by cutting the edge e) has two connected components. Take the connected
component containing the head of e, and let ae,T be the sum of av for all vertices v in that connected
component.

Then Zagier’s formula states that

C(G) = (−1)|E(G)|

 ∑
T spanning tree

∏
e∈T

exp(ae,T ze)
∏
e/∈T

ze
exp(ze,T )− 1


coeff of

∏
e∈E(G) z

2
e

. (72)

Here the final subscript indicates to take the coefficient of
∏

e∈E(G) z
2
e when the bracketed expression

is expanded as a power series in the ze variables. Although the individual terms in the sum are not
power series in the ze variables due to dividing by ze,T , it can be checked that these poles cancel
in the overall sum, yielding an analytic function near the origin ze = 0. If a type of multivariate
Laurent series expansion is chosen that is compatible with regular power series expansion (e.g.
sequentially expanding as Laurent series in the individual variables ze in some fixed order), then
taking this coefficient can be moved inside the sum over T without changing the answer.

To write down a formula for the top degree part D̃R, we need to take the top degree part of the
DR coefficient graph invariant C(G). Let

C̃(G) ∈ Q[{av}]
/ ∑

v∈V (G)

av


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be the degree 2|E(G)| part of C(G). It is easy to extract this from Zagier’s formula. The final factor
is the only one in which the degrees might be different in the ze and av variables, so we just have
that

C̃(G) = (−1)|E(G)|

 ∑
T spanning tree

∏
e∈T

exp(ae,T ze)
∏
e/∈T

ze
ze,T


coeff of

∏
e∈E(G) z

2
e

. (73)

6.4 Proof of Theorem 6.1

We begin by canceling some of the exponential factors exp(DRD) appearing on both sides of
Theorem 6.1. Since j∗mκ1 = κ1 and j∗mψi = ψi, the projection formula lets us cancel all the factors
of κ1 and ψ1, . . . , ψn on both sides, so it suffices to prove that

DRPg(b; a) =

g∑
m=0

1

2mm!
(jm)∗

[ ∑
k1,...,km>0

(
m∏
i=1

ki

)
exp

(
k21
2
(ψn+1 + ψn+2) + · · ·+ k2m

2
(ψn+2m−1 + ψn+2m)

)

· D̃RPg−m(b; a, k1,−k1, k2,−k2, . . . , km,−km)

]
.

We can see that both sides have the property that they only have insertions of powers of ψ + ψ′

(along edges), which is a good sign. But we will begin by checking that for any stable graph Γ
with no automorphisms, the coefficient of (jΓ)∗1 is equal on both sides. We will then discuss in
Section 6.4.1 how to modify things to check that things still work when Γ has automorphisms or
there are ψ insertions.

On the left side, the coefficient (which we will call L(Γ)) is simply C(Γ) with the usual specializa-
tion of variables (70) applied. On the right side, we have many terms that all produce a multiple of
(jΓ)∗1 - we get one term for each stable graph of genus g −m with n+ 2m legs such that gluing the
last m pairs of legs recovers Γ. This is the same as taking a subset of the edges E(Γ) of size m such
that the complement Γ′ is still connected, and then attaching legs to vertices of Γ′ where deleted
edges were attached. There are 2mm! different ways to label these legs with n+1, n+2, . . . , n+2m
such that gluing them in pairs recovers Γ, but they all give the same contribution. So we can think
of the coefficient on the right side (which we will call R(Γ)) as summing over all subsets of E(Γ) such
that the complement Γ′ is still connected, then taking the DR coefficients C̃(Γ′) with appropriate
specializations of variables, and finally evaluating the negative zeta value regularization.

We evaluate the C(Γ) and C̃(Γ′) that appear using Zagier’s formula (72) and its top degree
variant (73). As explained in Section 6.3, this requires choosing an orientation for every edge in Γ
(and we use the same orientations on the edges of each Γ′). We now write out what this gives for
the coefficients L(Γ), R(Γ) on the two sides. We begin with the simpler left side to introduce some
shorthand:

L(Γ) = (−1)|E(Γ)|

∑
T⊆Γ

∏
e∈T

exp(ae,T ze)
∏
e/∈T

ze
exp(ze,T )− 1


coeff of

∏
z2e ,

{av}7→{b,ai}

(74)

Here the subscripts at the end mean that first we take the coefficient of
∏

e∈E(Γ) z
2
e and then we do

the specialization (70) replacing the av with the b and ai variables (using the data of the genus and
leg assignments to vertices in Γ).
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Then the right side can be written as

R(Γ) =
∑
m≥0

∑
S⊆E(Γ)
|S|=m
Γ′:=Γ\S

Γ′ is connected

(−1)|E(Γ′)|

∑
T⊆Γ′

∏
e∈T

exp(ae,T ze)
∏
e/∈T
e/∈S

ze
ze,T

∏
e∈S

z2e


coeff of

∏
z2e ,

{av}7→{b,ai,±ki},
kdi 7→ζ(−d−1)

. (75)

We make a few notes to explain various things about the above formula:

• The factor 1/(2mm!) in the statement of Theorem 6.1 has been cancelled out by a factor
coming from the choice of labels for the 2m legs that would correspond to the m edges in S,
as discussed above.

• We include the extra factor
∏

e∈S z
2
e because those are the variables for edges that are in Γ

but not Γ′, and at the end we want to take the coefficient of z2e with respect to all of those
variables too.

• The specialization of variables {av} 7→ {b, ai,±ki} indicates that we need to adjust the
endpoints of the edges in S by ±ki. Although the signs and indices of the ki here depend on
the choice of labels described in the first note, it is easy to see from the following note that
this choice does not affect the final expression.

• The final subscript at the end, kdi 7→ ζ(−d− 1), combines multiplication by
∏
ki and summing

over ki > 0 using negative zeta regularization. Note that ζ(−d− 1) = −Bd+2/(d+ 2) is zero
unless d is even.

We simplify this expression by pulling out the sum over spanning trees of Γ′ - the spanning
trees of Γ′ are precisely the spanning trees of Γ with edges disjoint from S, and conveniently if S
is disjoint from the edges of some spanning tree of Γ then Γ′ is automatically connected. We also
multiply by the sign factor (−1)|E(Γ)| that also appeared on the left side. This leaves a remaining
sign of (−1)m, which we incorporate into the product over edges in S. The result is

(−1)|E(Γ)|R(Γ) =
∑
T⊆Γ

∑
m≥0

∑
S⊆E(Γ)\E(T )

|S|=m

∏
e∈T

exp(ae,T ze)
∏
e/∈T
e/∈S

ze
ze,T

∏
e∈S

(
−z2e

)
coeff of

∏
z2e ,

{av}7→{b,ai,±ki},
kdi 7→ζ(−d−1)

. (76)

Note that taking the coefficient of
∏
z2e of an individual term like this requires choosing a multivariate

Laurent series expansion - we can do this for instance by choosing an ordering on the variables and
expanding as a Laurent series in each of them in turn. We do this in a consistent way, e.g. by fixing
an ordering of E(Γ).

To continue simplifying this expression, we need to process the steps involving the auxiliary
variables ki. We can do this before taking the coefficient of

∏
z2e by interpreting the bracketed

expression as a formal Laurent series in the ze variables with coefficients that are polynomials in
the av, and applying these operations coefficient by coefficient. We first consider the specialization
of variables {av} 7→ {b, ai,±ki}. Again, performing this specialization requires choosing an ordering
S = {e1, . . . , em} and choosing one endpoint of each edge to add ki and one to subtract ki - we use
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the fixed orientation on edges of Γ for this. We can then check (recalling the definitions of ae,T and
ze,T ) that [∑

e∈T
ae,T ze

]
{av}7→{b,ai,±ki}

=

[∑
e∈T

ae,T ze

]
{av}7→{b,ai}

+

m∑
i=1

ki(zei,T − zei).

Using this, our expression for (−1)|E(Γ)|R(Γ) becomes

∑
T⊆Γ

∑
m≥0

∑
S⊆E(Γ)\E(T )

|S|=m

∏
e∈T

exp(ae,T ze)
∏
e/∈T
e/∈S

ze
ze,T

∏
e∈S

(
−z2e

) m∏
i=1

exp (ki(zei,T − zei))


coeff of

∏
z2e ,

{av}7→{b,ai},
kdi 7→ζ(−d−1)

,

where again S = {e1, . . . , em}.
We can now directly perform the negative zeta regularization. Note that

[exp(kU)]kd 7→ζ(−d−1) =
∞∑
d=0

−Bd+2

(d+ 2)d!
Ud

=
d

dU

(
1

U

(
−U
eU − 1

+ 1

))
=

(
eU

(eU − 1)2
− 1

U2

)
,

using the standard exponential generating function for the Bernoulli numbers.
Taking U = zei,T − zei and substituting this in, our expression for (−1)|E(Γ)|R(Γ) is now

∑
T⊆Γ

∑
m≥0

∑
S⊆E(Γ)\E(T )

|S|=m

∏
e∈T

exp(ae,T ze)
∏
e/∈T
e/∈S

ze
ze,T

∏
e∈S

(
−z2e

(
exp(ze,T − ze)

(exp(ze,T − ze)− 1)2
− 1

(ze,T − ze)2

))
coeff of

∏
z2e ,

{av}7→{b,ai}

,

where we’ve combined our two products over edges in S now that the e1, . . . , em labels are unnecessary.
But now we can freely move the sums over m and S inside the bracket and evaluate them as the

usual product of binomials. The result is

∑
T⊆Γ

[∏
e∈T

exp(ae,T ze)
∏
e/∈T

(
ze
ze,T

− z2e

(
exp(ze,T − ze)

(exp(ze,T − ze)− 1)2
− 1

(ze,T − ze)2

))]
coeff of

∏
z2e ,

{av}7→{b,ai}

This now looks a lot like (74) (recall we’ve multiplied through by the sign factor (−1)|E(Γ)|), but we
have a different meromorphic function of ze and ze,T appearing inside the product over edges e /∈ T .
Note that for a fixed edge f /∈ T , the variable zf only appears in this one factor in the expression.
We claim that (when expanded as a Laurent series in the ze in the fixed order previously chosen)
the two functions

zf
exp(zf,T )− 1

and

(
zf
zf,T

− z2f

(
exp(zf,T − zf )

(exp(zf,T − zf )− 1)2
− 1

(zf,T − zf )2

))
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have the same coefficient of any monomial
∏

e z
de
e with exponent df = 2. This will complete the

proof of the desired identity of coefficients L(Γ) = R(Γ).
To see this claim, note that the difference between these two functions is analytic near the origin

ze = 0, so it suffices to expand that as a power series and check that the desired coefficients vanish.
Let X = zf and Y = zf,T − zf (which does not use the variable zf ); then it suffices to check that
the coefficient of X2Y i in

X

eX+Y − 1
− X

X + Y
+X2

(
eY

(eY − 1)2
− 1

Y 2

)

is 0 for all i ≥ 0. Equivalently,[
X

eX+Y − 1
− X

X + Y

]
coeff of X2

= −

(
eY

(eY − 1)2
− 1

Y 2

)
,

which is easily verified by dividing by X, differentiating with respect to X, and setting X = 0.

6.4.1 General tautological classes

We are not yet finished with the proof of Theorem 6.1 - so far, we have only verified that for pure
boundary strata corresponding to stable graphs Γ with no automorphisms, the coefficients match
up on both sides.

First we discuss automorphisms. Let Γ, S ⊆ E(Γ) with |S| = m, and Γ′ = Γ \ S be as above.
Let M be the set of 2g · g! different ways to add and label 2m legs to Γ′ at the endpoints of the
edges in S. Previously the resulting 2g · g! stable graphs were all nonisomorphic (and all had trivial
automorphism group), but this is no longer true if Aut(Γ) is nontrivial. There is a natural action of
Aut(Γ) on M , and elements of M in the same orbit will correspond to isomorphic stable graphs.
Moreover, if Γ′′ is one such stable graph then its automorphism group is isomorphic to the subgroup
of Aut(Γ) stabilizing the corresponding element of M . We can also see that |Aut(Γ′′)| does not
depend on the choice of Γ′′. By the orbit-stabilizer theorem, the number of isomorphism classes of
stable graphs corresponding to elements of M is

|Aut(Γ′′)|
|Aut(Γ)|

2g · g!.

This modified number precisely cancels the automorphism factors on the two sides of the desired
identity.

Finally, we need to discuss how to handle insertions of powers of ψ + ψ′ along edges. To check
that coefficients match up for tautological classes with these internal ψ classes, we replace Γ with
semistable Γ̂ as described at the end of Section 6.1. The proof that L(Γ̂) = R(Γ̂) (expressions
defined using (74) and (75)) goes through unchanged, so it remains to check that this identity is
indeed the equality of coefficients we want to prove to obtain Theorem 6.1. We have that L(Γ̂) is
the coefficient of

1

|Aut(Γ)|
(jΓ)∗

∏
e=(h,h′)∈E(Γ)

(−ψh − ψh′)de

(de + 1)!

for some exponents de. The other side requires more discussion - what happens when the set of
edges S ⊆ E(Γ̂) contains edges along the semistable portions of Γ̂?

Suppose a given edge e ∈ E(Γ) was subdivided into m+1 edges e1, . . . , em+1 ∈ E(Γ̂), i.e. m = de.
Then the condition that the complement of S is connected implies that S contains at most one of
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the ei. Also, it is easily checked that altering S by replacing one of the ei by a different one does
not change the value of a term in (75). If we combine terms with S that are related in this way, we
get a factor of m+ 1 and can reduce to a sum over S ⊆ E(Γ), which are the actual edges appearing
in the gluing. We then get to choose powers of ψ on the two sides of the glued edge. The factor of
m+ 1 then corresponds to the identity

m∑
i=0

(−ψ)i

i!
· (−ψ

′)m−i

(m− i)!
= (m+ 1) · (−ψ − ψ′)m

m!
.

6.4.2 A related lemma

We state and prove an identity that is closely related to Theorem 6.1 here. It will be used later in
Section 7.

Lemma 6.3. Let g, n ≥ 0. Let j : Mg−1,n+2 → Mg,n be the gluing map gluing the last two
markings. Then

(2[codim]− [deg])DRg(b; a) = j∗

[
−k

2

2
DRg−1(b; a, k,−k)

]
kd 7→Bd

.

On the left side, [codim] and [deg] are the derivations that act (respectively) by multiplication by
codimension and by multiplication by polynomial degree (in b, ai) on the appropriate graded pieces.
On the right side, the subscript indicates that powers of the formal variable k are replaced by the
corresponding Bernoulli numbers.

Proof. We follow the same proof strategy as for Theorem 6.1. Things are mostly directly analogous,
so we will only write down how the details change in a few key points.

Suppose we are checking that the coefficient of the pure boundary stratum (jΓ)∗1 is equal
on the two sides, where Γ is a stable graph with c legs. On the left side, we have to apply the
derivation (2[codim]− [deg]) to C(Γ). Using Zagier’s formula for C(Γ) as in (74), we note that we
can move 2[codim] inside the brackets and replace it there with [degz], the polynomial degree in the
ze variables. Then [degz]− [dega] annihilates the exp(ae,T ze) factors, so we just need to let it act
on one of the other types of factor. In other words, the left side becomes

(−1)|E(Γ)|

∑
T⊆Γ

∑
f /∈T

∏
e∈T

exp(ae,T ze)

∏
e/∈T
e ̸=f

ze
exp(ze,T )− 1

([degz] zf
exp(zf,T )− 1

)
coeff of

∏
z2e ,

{av}7→{b,ai}

Meanwhile, the right side of the identity to be proved is similar to (76), but we make the following
changes:

• We only have |S| = m = 1, so we will write S = f and replace the sums over m and S with a
sum over edges f , and write k in place of k1;

• We did not use the top degree version of DR, so the ze,T in the denominator should be
exp(ze,T − 1);

• At the end we apply kd 7→ −Bd+2 instead of kd 7→ ζ(−d− 1).
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The result is

∑
T⊆Γ

∑
f∈E(Γ)\E(T )

∏
e∈T

exp(ae,T ze)

∏
e/∈T
e̸=f

ze
exp(ze,T )− 1

(−z2f)


coeff of
∏

z2e ,
{av}7→{b,ai,±k},

kd 7→−Bd+2

.

We then proceed as before and process the steps involving k. This involves the new computation

[exp(kT )]kd 7→−Bd+2
= −

∞∑
d=0

Bd+2

d!
T d

= −
(
d

dT

)2 T

eT − 1
.

After this the two sides of the identity are of the same shape but they just use different meromorphic
functions of zf and zf,T , as before. If we let X = zf and Y = zf,T − zf , then we end up just needing
to check that the coefficient of X2Y i in(

X
d

dX
+ Y

d

dY

)
X

eX+Y − 1
−X2

((
d

dY

)2 Y

eY − 1

)
is 0 for all i ≥ 0. This is easily done with a symbolic algebra package.

6.5 Top degree part of the universal DR formula

The universal double ramification formula is used to compute the closure of the Abel-Jacobi section
on the universal Picard stack [8]. Let Picg,n,0 denote the universal Picard stack of total degree 0
line bundles for Cg,n → Mg,n (see Section 2.2). Let b ∈ Z and let a = (a1, . . . , an) ∈ Zn be a vector
of integers with

∑n
i=1 ai = b(2g − 2 + n). For r ∈ Z≥0, we denote by uniDRc

g,r(b; a) the codimension
c component of the tautological class

∑
Γδ∈Gg,n,0

w∈WΓδ,r

r−h1(Γδ)

|Aut(Γδ)|
jΓδ∗

[
n∏

i=1

exp

(
1

2
a2iψi + aiξi

) ∏
v∈V (Γδ)

exp

(
−1

2
κ−1,2(v)− bκ0,1 −

b2

2
κ1

)

∏
e=(h,h′)∈E(Γδ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

]
(77)

in the operational Chow ring CH∗
op(Picg,n,0). Here Γδ runs over all prestable graphs Γ equipped

with arbitrary multidegrees δ : V (Γ) → Z with sum 0. The weighting set WΓδ,r is defined in the
same way as the set WΓ,r used in the DR formula (Section 6.1), except that δ(v) is added to the
right side of the vertex balancing condition.

For sufficiently large r, this expression is polynomial in r. Let uniDRc
g(b; a) be the constant term

of this polynomial. We formally sum over c to define the total uniDR cycle

uniDRg(b; a) :=
∑
c≥0

uniDRc
g(b; a)

As in (67), we can factor this as uniDRg(b, a) = exp(uniDRDg(b; a))uniDRPg(b; a), where uniDRDg(b; a)
is a divisor given as a linear combination of the ψi, ξi, and κi,j with i+ j = 1.
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For a detailed discussion of the invariant properties of the universal double ramification cycle
formula, see [8, Section 7].

We consider the “multiplication by N” map

[N ] : Picg,n,0 → Picg,n,0 . (78)

A class α ∈ CH∗(Picg,n,0) has weight w if [N ]∗α = Nwα for all N ∈ Z. We define the subring

CH∗
pure(Picg,n,0) :=

⊕
w≥0

CH∗
(w)(Picg,n,0) ⊂ CH∗(Picg,n,0)Q

generated by weight w classes. Compared to finite-type commutative group schemes (see Theorem
9.1), this inclusion is strict because Picg,n,0 is not finite type over Mg,n. Nevertheless, the universal
double ramification formula lies in this subring.

Proposition 6.4. For any b ∈ Z and a ∈ Zn with
∑n

i=1 ai = (2g − 2 + n)b, the class uniDRc
g(b; a)

lies in CHc
pure(Picg,n,0).

Proof. This is easily checked for the divisor class uniDRDg(b; a) - we have that ψi has weight 0, ξi
has weight 1, and κi,j has weight j. For the ”piecewise polynomial part” uniDRPg(b; a), we just need
to check that the coefficient on the boundary stratum corresponding to a graph Γ with multidegree
δ (possibly with −ψ − ψ′ decorations) depends polynomially on δ. But this coefficient is just one of
the DR graph invariants C(G) of (69), evaluated at av equal to −δ(v) plus a linear combination of
b and the ai. Since C(G) is polynomial in these inputs [62, 61], we are done.

A simple case of Proposition 6.4 first appears in [9, Proposition 4.2]. By Proposition 6.4, we can
consider the following definition:

Definition 6.5. We define the top degree part ũniDR
c

g(b; a) as the sum over m of the weight 2c−m
part of the coefficient of monomials in b, ai of degree m.

In other words, we use the sum of the weight grading and the polynomial codimension grading
in b, ai to define the top degree part. It is easily checked that since C(G) has degree at most twice
the number of edges of G, the highest ”degree” we can get in this way in codimension c is 2c (just

as it was for the top degree part of regular DR). We define the total top degree part ũniDRg(b; a) by
summing over c as usual.

For 1 ≤ m ≤ g, we consider the diagram

PicG
m
m Picg,n,0

Picg−m,n+2m,0 Mg−m,n+2m Mg,n

jm

q

by gluing the pairs of markings (n+1, n+2), . . . , (n+2m−1, n+2m). The right square is Cartesian.

Theorem 6.6. Let b ∈ Z and a ∈ Zn with
∑n

i=1 ai = (2g − 2 + n)b. Then we have

uniDRg(b; a) =

g∑
m=0

∑
k1,...,kh∈Z

1

2mm!

( m∏
i=1

ki

)
(jm)∗q

∗ũniDRg−m(b; a, k1,−k1, . . . , km,−km) .

Here we use the negative zeta value regularization (71) on the right hand side, as in Theorem 6.1.
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Proof. The proof is nearly identical to that of Theorem 6.1 in the previous section. As before, the
exponential factor exp(uniDRDg(b; a)) is of pure top degree (relative to its codimension) so we can
write

ũniDRg(b; a) = exp(uniDRDg(b; a)) ˜uniDRPg(b; a).

We can again use the projection formula to cancel most of the exponential factors on both sides,
leaving only ψn+1, . . . , ψn+2m (as before) and now also ξn+1, . . . , ξn+2m. But the ξ classes appear as
factors of the form

exp(ki(ξn+2i−1 − ξn+2i)).

Since these two ξ classes become equal on applying q∗, these factors vanish. The only change in the
remainder of the proof is that we subtract δ(v) from the right side of the variable specialization
(70).

We can lift Lemma 6.3 to uniDR in the same way. The only change required is that we must
replace [deg] with [deg] + [weight].

Lemma 6.7. Let g, n ≥ 0. Then

(2[codim]− [deg]− [weight])uniDRg(b; a) = (j1)∗q
∗
[
−k

2

2
uniDRg−1(b; a, k,−k)

]
kd 7→Bd

.

7 Forgetful pushforward of the DR formula

7.1 Statement of result

In this section we prove an identity satisfied by the pushforward of the DR formula along the forgetful
map π : Mg,n+1 → Mg,n forgetting the last marking.

Theorem 7.1. Let g, c, n ≥ 0. Let

F = π∗DR
c
g(b; a1, . . . , an+1) ∈ CHc−1(Mg,n)⊗Q Q[b, a1, . . . , an+1]/(a1 + · · ·+ an+1 − (2g− 1+n)b) .

(a) F is a multiple of (an+1 − b)2.

(b) We have the identity[
F

(an+1 − b)2

]
an+1:=b

= (g + 1− c)DRc−1
g (b; a1, . . . , an).

To see that the statement of part (b) makes sense, note that setting an+1 := b (i.e. quotienting
by an+1 − b) naturally induces a ring homomorphism

Q[b, a1, . . . , an+1]/(a1+ · · ·+an+1− (2g−1+n)b) → Q[b, a1, . . . , an]/(a1+ · · ·+an− (2g−2+n)b).

When c > g, Theorem 7.1 is an easy consequence of the DR relations proved in [19], since then
both DRc

g(b; a1, . . . , an+1) and (g + 1− c)DRc−1
g (b; a1, . . . , an) vanish. But for c ≤ g, it gives a new

interpretation of the lower codimension parts of the DR formula, and this is the case we need in the
proof of Theorem 1.1. Of course, on the level of the strata algebra Theorem 7.1 is new for all c.

The proof of Theorem 7.1 is essentially just a lengthy computation. We break it up into
subsections as follows. In Section 7.2 we begin the proof and describe how to break the computation
of F into three parts. In the following three subsections we handle each of these parts in turn.
Finally, in Section 7.6 we state and prove a generalization of Theorem 7.1 to uniDR.
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7.2 Setting up the computation

Although Theorem 7.1 is stated in pure codimension, it will be convenient to sum over c and prove
that version instead. In other words, we want to prove that the total DR pushforward

π∗DRg(b; a1, . . . , an+1)

is a multiple of (an+1 − b)2 and that we have the identity[
π∗DRg(b; a1, . . . , an+1)

(an+1 − b)2

]
an+1:=b

= (g − [codim])DRg(b; a1, . . . , an), (79)

where the linear operator [codim] acts by multiplying pure-dimensional cycles by their codimension.
We can merge these two goals into the single congruence

π∗DRg(b; a1, . . . , an+1) ≡ (an+1 − b)2(g − [codim])DRg(b; a1, . . . , an) (mod (an+1 − b)3). (80)

Here we are abusing notation in a subtle way which we will now explain. The left side of the
congruence naturally belongs to the ring (let us call it R) of polynomials in b, a1, . . . , an+1 modulo the
single relation (2g−2+n+1)b = a1+· · ·+an+1. But it does not make sense to write DRg(b; a1, . . . , an)
in R, since the inputs to DRg then do not satisfy the relation (2g − 2 + n)b = a1 + · · · + an in
R. Note that this was not an issue with (79) because there we have set an+1 := b. However,
the right side of (80) still makes sense if we use the facts that we are working mod (an+1 − b)3

and that the problematic DRg factor is being multiplied by (an+1 − b)2. In other words, we think
of DRg(b; a1, . . . , an) as belonging to R/(an+1 − b) and treat multiplication by (an+1 − b)2 as an
operator R/(an+1 − b) → R/(an+1 − b)3.

Whenever we write DRg(b; a1, . . . , an) inside a congruence mod (an+1 − b)3 for the remainder of
this section, it will occur along with a factor of (an+1 − b)2 and should be interpreted via the above
procedure. Note that we have

(an+1 − b)2DRg(b; a1, . . . , an) ≡ (an+1 − b)2DRg(b; a1 + an+1 − b, a2, . . . , an) (mod (an+1 − b)3).

This is another way to interpret the notation; the choice of which ai to increase by an+1 − b does
not affect the value of the expression mod (an+1 − b)3.

We begin by rewriting both sides of (80) using the factorization DR = exp(DRD)DRP and
manipulating the exponential factors. Recall that

DRDg(b; a1, . . . , an+1) = −b
2

2
κ1 +

n+1∑
i=1

a2i
2
ψi.

Although the terms here are not equal to the pullbacks under π of the corresponding divisor classes
on Mg,n, we can write down the error terms:

DRDg(b; a1, . . . , an+1) = π∗

(
−b

2

2
κ1 +

n∑
i=1

a2i
2
ψi

)
+
a2n+1 − b2

2
ψn+1 +

n∑
i=1

a2i
2
δi,n+1,

where δi,n+1 is the class of the boundary divisor where markings i and n+ 1 come together and
bubble off.
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The projection formula then tells us that

π∗DRg(b; a1, . . . , an+1) = exp

(
−b

2

2
κ1 +

n∑
i=1

a2i
2
ψi

)

· π∗

[
exp

(
a2n+1 − b2

2
ψn+1 +

n∑
i=1

a2i
2
δi,n+1

)
DRPg(b; a1, . . . , an+1)

]
.

Meanwhile, on the right side of (80) we can use the fact that [codim] is a derivation to compute
that

(g − [codim])DRg(b; a1, . . . , an) =

exp(DRDg(b; a1, . . . , an))(g − [codim]− DRDg(b; a1, . . . , an))DRPg(b; a1, . . . , an)

Using both of the last two equations, we can cancel a factor of exp(− b2

2 κ1 +
∑n

i=1
a2i
2 ψi) from

both sides of (80) to get the equivalent congruence

π∗

[
exp

(
a2n+1 − b2

2
ψn+1 +

n∑
i=1

a2i
2
δi,n+1

)
DRPg(b; a1, . . . , an+1)

]
≡ (81)

(an+1 − b)2 (g − [codim]− DRDg(b; a1, . . . , an))DRPg(b; a1, . . . , an) (mod (an+1 − b)3),

where again we should note that the DRD and DRP components of the expression on the right side
only make sense because we are multiplying them by (an+1 − b)2.

The proof now is a matter of verifying (81) by carefully computing this pushforward modulo
(an+1 − b)3. This can be expressed as a sum of three different types of terms via the identity

exp

(
a2n+1 − b2

2
ψn+1 +

n∑
i=1

a2i
2
δi,n+1

)
=

(
exp

(
a2n+1 − b2

2
ψn+1

)
− 1

)
+

n∑
i=1

(
exp

(
a2i
2
δi,n+1

)
− 1

)
+1,

which follows from the observation that the divisors appearing in the formula all have trivial
intersection with each other. In other words, we can either have a power of ψn+1, a power of δi,n+1

for some 1 ≤ i ≤ n, or neither.
It turns out that it is natural to group part of the pushforward π∗DRPg(b; a1, . . . , an+1) along

with the terms with a power of δi,n+1. For each 1 ≤ i ≤ n, let DRP
(i,n+1)
g (b; a1, . . . , an+1) be the

sum of those terms in the DR formula sum (68) in which the graph Γ has a genus 0 vertex v with
both legs i, n+ 1, no other legs, and a single incident edge.

We now state the contributions of these three types of terms:

Lemma 7.2. We have the congruence

π∗

[(
exp

(
a2n+1 − b2

2
ψn+1

)
− 1

)
DRPg(b; a1, . . . , an+1)

]
≡

(an+1 − b)2
(
g +

n

2
− [deg] +

b2

2
κ1

)
DRPg(b; a1, . . . , an)

+ (an+1 − b)

n∑
i=1

aiDRPg(b; a1, . . . , ai + an+1 − b, . . . , an) (mod (an+1 − b)3).
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Lemma 7.3. For each 1 ≤ i ≤ n, we have the congruence

π∗

[(
exp

(
a2i
2
δi,n+1

)
− 1

)
DRPg(b; a1, . . . , an+1) + DRP(i,n+1)

g (b; a1, . . . , an+1)

]
≡

(an+1 − b)2
(
−1

2
− a2i

2
ψi

)
DRPg(b; a1, . . . , an)

+ (an+1 − b)(−ai)DRPg(b; a1, . . . , ai + an+1 − b, . . . , an) (mod (an+1 − b)3).

Lemma 7.4. We have the congruence

π∗

[
DRPg(b; a1, . . . , an+1)−

n∑
i=1

DRP(i,n+1)
g (b; a1, . . . , an+1)

]
≡

(an+1 − b)2 ([deg]− [codim])DRPg(b; a1, . . . , an) (mod (an+1 − b)3).

In the next three subsections we will prove these three lemmas. Adding Lemma 7.2, Lemma 7.3
(summing over i), and Lemma 7.4 then yields (81) and completes the proof of Theorem 7.1.

7.3 Proof of Lemma 7.2

We begin with the terms with a power of ψn+1. Since a
2
n+1 − b2 is a multiple of an+1 − b and we

are working modulo (an+1 − b)3, we only need to consider terms with an exponent of 1 or 2. The
pushforward then turns this power of ψn+1 into κ0 = 2gv − 2 + nv or κ1 (on the vertex where the
(n+ 1)st leg was attached).

It is tempting to conclude that this kappa class factors out (since the leg could be placed on any
vertex) and that we are left with a kappa class times DRPg(b; a1, . . . , an). This will turn out to be
true when we started with ψ2

n+1, but with ψn+1 it doesn’t even make sense because we do not have
the factor of (an+1 − b)2 needed to use DRPg(b; a1, . . . , an) (see the discussion after equation (80)).

So we need to be more careful with this type of computation. Let Γ be a stable graph for Mg,n.
For simplicity we will assume that Γ has no automorphisms and we do not worry about internal ψ
insertions - those details can be handled as in Section 6.4.1 (though things are even simpler here
since we do not have gluing maps to worry about). Recall that the coefficient of the boundary
stratum (jΓ)∗1 in DRPg(b; a1, . . . , an) is given by the graph invariant polynomial C(Γ)({av}) after
applying the specialization of variables (70).

For each vertex w ∈ V (Γ), let Γw be the stable graph for Mg,n+1 given by attaching leg n+ 1
at w. Then we have that the coefficient of (jΓw)∗1 in DRPg(b; a1, . . . , an+1) is again given by a
specialization of the same C(Γ)({av}). One way to describe the altered specialization in Γw as
opposed to Γ is that first we replace aw with aw + an+1 − b and then we perform the previous
specialization. This motivates the following notation (to be used only in this section): let T be a
formal variable (later to be set to an+1 − b) and then given a vertex w ∈ V (Γ), let

Pw = Pw(T, {av}) := [C(Γ)]aw 7→aw+T ∈ Q[T, {av}]
/T +

∑
v∈V (G)

av

 . (82)

Also, for 1 ≤ i ≤ n, let Pi := Pwi where wi is the vertex where leg i is located. All the different Pw

become equal to C(Γ) on setting T := 0, so in particular they are all congruent mod T .
We now return to the question of computing the pushforward of the ψi

n+1 terms. For ψ2
n+1, we

have that the coefficient of the class corresponding to Γ with κ1 at vertex w is

coeff(jΓ)∗κ1[w]

(
π∗

[
1

2

(
a2n+1 − b2

2
ψn+1

)2

DRPg(b; a1, . . . , an+1)

])
=

(a2n+1 − b2)2

8
[Pw]T,{av}7→b,{ai},
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where the subscript indicates that we apply T := an+1 − b as well as the standard specialization
(70).

Because this term is divisible by (an+1−b)2, the dependence on w disappears modulo (an+1−b)3.
We can collect these terms for different Γ and w and factor out the κ1 to get (mod (an+1 − b)3) a
contribution of

(an+1 − b)2
b2

2
κ1DRPg(b; a1, . . . , an). (83)

This is part of the right side of Lemma 7.2.
For ψ1

n+1, things are very similar. The differences are that we do not have divisibility by
(an+1 − b)2, but we do have that κ0[w] = 2gw − 2 + nw is a scalar. We get

coeff(jΓ)∗1

(
π∗

[(
a2n+1 − b2

2
ψn+1

)
DRPg(b; a1, . . . , an+1)

])
=

a2n+1 − b2

2

∑
w∈V (Γ)

(2gw − 2 + nw)[Pw]T,{av}7→b,{ai}. (84)

It turns out that we want to break this into two terms using

a2n+1 − b2

2
=

(an+1 − b)2

2
+ (an+1 − b)b.

The first term created in this way is then divisible by (an+1 − b)2, so again we can combine terms
with different w. Since ∑

w∈V (Γ)

(2gw − 2 + nw) = 2g − 2 + n

is independent of w, we end up with a contribution of

(an+1 − b)2

2
(2g − 2 + n)DRPg(b; a1, . . . , an) (85)

towards the right side of Lemma 7.2.
The second term is more complicated because we only have a factor of an+1 − b, not (an+1 − b)2.

We use the following lemma:

Lemma 7.5. Let Pw,Pi be defined in terms of C(Γ) by (82). Then

(an+1 − b)

 ∑
w∈V (Γ)

(2gw − 2 + nw)b · Pw −
n∑

i=1

aiPi


T,{av}7→b,{a1,...,an}

≡

(an+1 − b)2(1− [deg])[C(Γ)]{av}7→b,{a1,...,an} (mod (an+1 − b)3).

Proof. Recall the formula for aw in the specialization (70). If we combine the sum over w with the
sum over i and pull out a negative sign, we can rewrite the left side as

−(an+1 − b)

 ∑
w∈V (Γ)

awPw


T,{av}7→b,{a1,...,an}

. (86)

We need to do a little algebra with Taylor polynomials now. Note that the formal identity

f(x, y + t) ≡ f(x+ t, y) + t

((
d

dy
− d

dx

)
f

)
(x+ t, y) (mod t2)
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holds for any polynomial f(x, y) by expanding both sides as Taylor series in t. Applying this to the
polynomial f = C(Γ) with x = aw1 , y = aw, t = T gives the identity

Pw ≡ P1 + T

[(
d

daw
− d

daw1

)
C(Γ)

]
aw1 7→aw1+T

(mod T 2).

Applying this identity to replace all the Pw with P1 in (86), we get (mod (an+1 − b)3)):

− (an+1 − b)

 ∑
w∈V (Γ)

aw

P1


T,{av}7→b,{a1,...,an}

− (an+1 − b)2

 ∑
w∈V (Γ)

aw

(
d

daw
− d

daw1

)
C(Γ)


aw1 7→aw1+T,

T,{av}7→b,{a1,...,an}

.

On the first line, the sum of aw is equal to −T so this line simplifies to

(an+1 − b)2 [P1]T,{av}7→b,{a1,...,an} . (87)

On the second line, the sum of aw inside the brackets is equal to 0 (since it is before the change of
variables introducing T ) so the terms with (d/daw1) cancel. Also, we can write∑

w∈V (Γ)

aw
dC(Γ)

daw
= [deg]C(Γ),

where [deg] is the operator that multiplies a homogeneous polynomial by its degree, so the second
line becomes simply

−(an+1 − b)2[deg] [P1]T,{av}7→b,{a1,...,an} . (88)

Since both (87) and (88) have a factor of (an+1 − b)2, we can replace P1 with C(Γ) and add them
to get the right side of the lemma.

We now apply Lemma 7.5 to complete the proof of Lemma 7.2. The remaining contribution we
had to analyze had coefficient

(an+1 − b)b
∑

w∈V (Γ)

(2gw − 2 + nw)[Pw]T,{av}7→b,{ai}

(on the class of the boundary stratum corresponding to Γ). By Lemma 7.5, we can replace this with

(an+1 − b)
∑

w∈V (Γ)

ai[Pi]T,{av}7→b,{ai} + (an+1 − b)2(1− [deg])[C(Γ)]{av}7→b,{a1,...,an}.

But these terms can easily be summed over Γ and rewritten in terms of DRPg. The result is

(an+1 − b)

n∑
i=1

aiDRPg(b; a1, . . . , ai + an+1 − b, . . . , an) + (an+1 − b)2(1− [deg])DRPg(b; a1, . . . , an).

Adding this to (83) and (85) gives the right side of Lemma 7.2.
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7.4 Proof of Lemma 7.3

We now move on to the term with a power of δi,n+1 (for a single fixed 1 ≤ i ≤ n): we wish to
compute

π∗

[(
exp

(
a2i
2
δi,n+1

)
− 1

)
DRPg(b; a1, . . . , an+1)

]
.

Let ι : Mg,n → Mg,n+1 be the map corresponding to the boundary divisor δi,n+1, i.e. we glue a
rational bubble to the ith marking and place markings i and n+ 1 on the bubble. The projection
formula (along with π ◦ ι = id and the standard formula for the normal bundle of a boundary divisor)
then gives that

π∗(δ
k+1
i,n+1α) = (−ψi)

kι∗α

for any class α ∈ CH∗(Mg,n+1).
Since DR cycles pull back to DR cycles along gluing maps at separating nodes, we can compute

ι∗DRPg(b; a1, . . . , an+1) = exp(DRDg(b; a1, . . . , ai + an+1 − b, . . . , an)− ι∗DRDg(b; a1, . . . , an+1))

· DRPg(b; a1, . . . , ai + an+1 − b, . . . , an)

= exp

(
(ai + an+1 − b)2

2
ψi

)
DRPg(b; a1, . . . , ai + an+1 − b, . . . , an).

Combining these equations, we have that

π∗

[(
exp

(
a2i
2
δi,n+1

)
− 1

)
DRPg(b; a1, . . . , an+1)

]

=
exp

(
−a2i

2 ψi

)
− 1

−ψi
exp

(
(ai + an+1 − b)2

2
ψi

)
DRPg(b; a1, . . . , ai + an+1 − b, . . . , an).

This looks a little worrying - we have high powers of ψi, but the right side of Lemma 7.3 only
allows a single ψi. However, this is why we include in Lemma 7.3 the additional terms with no δi,n+1

but where the DRPg factor uses a graph with a similar shape, with legs i and n+ 1 bubbled off.
Such stable graphs for Mg,n+1 are in bijection with all stable graphs for Mg,n. Let Γ be the

stable graph on Mg,n, i.e. the one obtained after forgetting leg n+ 1 and contracting the resulting
unstable component. Then the DR formula gives that the pushforward of these terms is

1− exp
(
(ai+an+1−b)2

2 ψi

)
ψi

DRPg(b; a1, . . . , ai + an+1 − b, . . . , an).

Adding this to the previous expression, we get

1− exp
(
(ai+an+1−b)2−a2i

2 ψi

)
ψi

DRPg(b; a1, . . . , ai + an+1 − b, . . . , an).

Since (ai+ an+1− b)2− a2i is divisible by an+1− b, terms with a high power of ψi will vanish modulo
(an+1 − b)3. We are left with

a2i − (ai + an+1 − b)2

2
DRPg(b; a1, . . . , ai + an+1 − b, . . . , an)

+
−((ai + an+1 − b)2 − a2i )

2

8
ψiDRPg(b; a1, . . . , ai + an+1 − b, . . . , an).
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The second line is a multiple of (an+1 − b)2. After reducing modulo (an+1 − b)3 it becomes

(an+1 − b)2
(
−a2i
2
ψi

)
DRPg(b; a1, . . . , an),

which is part of the right side of Lemma 7.3.
We split the first line into a sum of two terms using

a2i − (ai + an+1 − b)2

2
= −(an+1 − b)2

2
− (an+1 − b)ai.

This gives the remaining components of the right side of Lemma 7.3 (since in the first term we have
a factor of (an+1 − b)2 so can change ai + an+1 − b back to ai).

7.5 Proof of Lemma 7.4

What remains is to compute the part of

π∗DRPg(b; a1, . . . , an+1)

that does not involve popping a rational bubble containing leg n+ 1 and one other leg.
There are two different things that can happen with this pushforward. The first is that leg

n+ 1 is on a vertex that becomes unstable without that leg. Since we’ve already considered the
case in which this happens with another leg present, this means it has two incident edges. In other
words, we are popping a rational bubble formed by leg n+ 1 moving into a node. In the other case,
the graph remains stable without leg n+ 1. The pushforward is then computed by decreasing the
exponent of ψ along one incident half-edge.

We group terms together based on the stable graph Γ for Mg,n (given after possibly stabilizing
by popping a rational bubble) along with a chosen edge f ∈ E(Γ) (either the node where the rational
bubble was located or the edge along which the exponent of a ψ class was decremented. Thus after
picking Γ and f there are three possibilities for the starting stable graph Γ′ for Mg,n+1 that we are
grouping together - either the edge is subdivided with a genus 0 vertex and leg n+1 is placed there,
or leg n+ 1 is placed on one of the two endpoints of the edge.

We now consider the DR formula for these terms. Let r > 0 be a positive integer. Then we
want to sum over half-edge weightings w : H(Γ′) → {0, . . . , r − 1} satisfying certain congruence
conditions mod r. Although the graph Γ′ and the precise congruence conditions vary in the three
cases described above, there are bijections between the weighting sets W in the different cases that
keep things unchanged away from the edge f (or its subdivision). We show the effects of these
bijections on the weights near the edge f below. Here T := an+1 − b, A is an arbitrary integer, and
the weights should all be interpreted mod r.

−A

A

an+1

T −A

A− T

−A

A

an+1

T −A

A− T

an+1

We now simply add up the pushforwards of these three types of term, with corresponding weights
grouped together. The result is something that looks a lot like the formula for DRPg(b; a1, . . . , an),
but with the factor for edge f changed:

∑
Γ∈Gg,n

f∈E(Γ)

 r−h1(Γ)

|Aut(Γ, f)|
(jΓ)∗

[ ∑
w∈W

 ∏
e=(h,h′ )̸=f∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

Q(A, T, r)

]
r=0

,
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where Aut(Γ, f) is the stabilizer of f in Aut(Γ), A is the value of w on one of the two half-edges
in f (chosen arbitrarily), W is a suitable set of weightings, and Q(A, T, r) is a somewhat messy
function of A, T, r (with values that are power series in ψ,ψ′ on the two halves of f).

To write down Q, it will be convenient to let [x]r for an integer x denote the unique integer
between 0 and r− 1 congruent to x (mod r). Also, to save writing we will replace w(h′) with −w(h)
in the DR formula - this will not affect the result at the end after taking the r0 coefficient. We can
then take

Q(A, T, r) =
−ψ′ exp

(
A2

2 (ψ + ψ′)
)
+ (ψ + ψ′) exp

(
[A−T ]2r

2 ψ + A2

2 ψ
′
)
− ψ exp

(
[A−T ]2r

2 (ψ + ψ′)
)

ψψ′(ψ + ψ′)
.

Here the ψ and ψ′ in the denominator come from the terms where the pushforward decrements the
exponent of ψ or ψ′.

Let Q̂(A, T, r) be the same expression with the instances of [A− T ]r replaced by A− T . Then
expanding in T gives (after a straightforward calculus computation) that

Q̂(A, T, r) = T 2

(
−A2

2
exp

(
A2

2
(ψ + ψ′)

))
+O(T 3).

Since we will set T := an+1 − b and work modulo (an+1 − b)3, this means that if we were using Q̂
instead of Q, we would get a contribution divisible by (an+1 − b)2. Moreover, note that

−A2

2
exp

(
A2

2
(ψ + ψ′)

)
= (1 + [codim])

1− exp
(
A2

2 (ψ + ψ′)
)

ψ + ψ′ .

Since each edge also contributes 1 to the codim after applying (jΓ)∗, this means that we would get
precisely

(an+1 − b)2 · [codim]DRPg(b; a1, . . . , an). (89)

It remains to compute the above contribution using Q(A, T, r)− Q̂(A, T, r) instead of Q(A, T, r).
We may assume that r > T > 0; then Q(A, T, r) − Q̂(A, T, r) vanishes for T ≤ A < r and agrees
with a formal power series in ψ,ψ′ with coefficients that are polynomials in A, T, r for 0 ≤ A < T .
Call this power series Q. Explicitly, we have

Q(A, T, r) = − 1

ψ′(ψ + ψ′)

(
exp

(
(A− T + r)2

2
(ψ + ψ′)

)
− exp

(
(A− T )2

2
(ψ + ψ′)

))

+
exp

(
A2

2 ψ
′
)

ψψ′

(
exp

(
(A− T + r)2

2
ψ

)
− exp

(
(A− T )2

2
ψ

))
.

We wish to compute

∑
Γ∈Gg,n

f∈E(Γ)

 r−h1(Γ)

|Aut(Γ, f)|
(jΓ)∗

[ ∑
w∈W

0≤A<T

 ∏
e=(h,h′) ̸=f∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

Q(A, T, r)

]
r=0

.

If f is a separating edge, then A is uniquely determined by the balancing conditions on w and
the factor Q comes out of the sum over w. The sum over w is then just the product of the sums
appearing in the DR formula for the two connected components formed by cutting the separating
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edge f . In particular, it is polynomial in r for r sufficiently large and divisible by rh
1(Γ). Since Q is

divisible by r, the r = 0 specialization then vanishes.
So we can replace the sum over f with a sum over non-separating edges f . In this case, we can

factor the sum over w by first summing over A:

∑
Γ∈Gg,n

f∈E(Γ)nonsep

T−1∑
k=0

r−h1(Γ)

|Aut(Γ, f)|
(jΓ)∗

[ ∑
w∈W
A=k

 ∏
e=(h,h′ )̸=f∈E(Γ)

1− exp
(
−w(h)w(h′)

2 (ψh + ψh′)
)

ψh + ψh′

Q(k, T, r)

]
r=0

.

But the subset {w ∈ W | A = k} is naturally in bijection with the set of balanced weightings for
the graph Γ′ formed by deleting edge f , attaching a new leg at each endpoint of f , and appending
weights k,−k to the vector a. So we have the DRP formula for Γ′, but we have the extra factor
Q(k, T, r). We also have an extra factor of r−1 since h1(Γ′) = h1(Γ)− 1. Fortunately, Q(k, T, r) is
divisible by r, so we get that the expression inside the sum over k is at least a polynomial in r (for
r sufficiently large).

We can modify Q/r by any multiple of r without changing the resulting r ≥ 0 specialization
(the taking of which commutes with summing over k). We can also modify it by any multiple of T 2

without changing the final result (mod (an+1 − b)3), since the sum over k gives an extra factor of T .
A simple calculus computation gives that

Q(k, T, r)

r
≡ k2 exp

(
k2

2
(ψ + ψ′)

)
T (mod (r, T 2)).

Note that

k2

2
(ψn+1 + ψn+2) = DRDg−1(b; a1, . . . , an, k,−k)− j∗DRDg(b; a1, . . . , an),

where j is the map gluing the last two markings. We can then rewrite our expression (using the
projection formula) as

T 2 exp(−DRDg(b; a1, . . . , an))
1

T

T−1∑
k=0

k2

2
j∗DRg−1(b; a1, . . . , an, k,−k).

Here the factor of 1
2 comes from the choice of labels of legs n+ 1 and n+ 2 after cutting Γ at f .

Since the coefficient of T 1 in
∑T−1

k=0 k
d+2 is precisely the Bernoulli number Bd+2, this gives the

negative of the right side of Lemma 6.3 (times T 2, mod T 3, with the exponential factor removed).
Therefore it is equal to

(an+1 − b)2([deg]− 2[codim])DRPg(b; a).

When combined with the earlier contribution (89) in this section, we get the right side of Lemma 7.4.
This completes the proof of Lemma 7.4 (and thus also Theorem 7.1).

7.6 Extension to uniDR

As in Section 6.5, we generalize the pushforward identity Theorem 7.1 to the context of uniDR. One
complication that arises here is that compared with Mg,n, the forgetful morphism Picg,n+1 → Picg,n
is not proper. There are actually two separate things that go wrong. The first is that the forgetful
morphism for stacks of prestable curves Mg,n+1 → Mg,n is already not proper. We address this by
using curves with valuation in a semigroup, following [11, Section 2.2].
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Consider the semi-group A = {0,1} and consider the moduli stack of A-valued prestable curves
Mg,n,1. These are prestable curves with an additional choice of element av ∈ A for every vertex v,
such that every vertex with av = 0 satisfies the usual stability condition. The universal curve is
denoted p : Cg,n,1 → Mg,n,1. By [11, Proposition 2.6], the morphism Mg,n+1,1 → Mg,n,1 forgetting
the last marking can be identified with the universal curve. Let F : Mg,n,1 → Mg,n be the morphism
forgetting the A-valuation.

Let Picg,n,1,0 → Mg,n,1 be the universal degree 0 Picard stack for the family Cg,n,1/Mg,n,1. Let
p : Cg,n,1 → Picg,n,1,0 be the pullback of the universal curve and let L be the universal line bundle
on Cg,n,1. Then tuple (Cg,n,1/Picg,n,1,0,L) defines a uniDR formula uniDRg,1(b; a) ∈ CH∗(Picg,n,1,0).
This uniDR formula looks just like the standard uniDR formula, i.e. it is blind to the A-valuation in
the following sense:

Lemma 7.6. Let F : Picg,n,1,0 → Picg,n,0 be the morphism forgetting the A-valuation. Then
F ∗uniDRg(b; a) = uniDRg,1(b; a).

Proof. For the forgetful morphism F : Mg,n,1 → Mg,n, the pullback of the universal curve Cg,n →
Mg,n along F is the universal curve Cg,n,1. Therefore, the same holds for F : Picg,n,1,0 → Picg,n,0.
Moreover, the universal line bundle on Cg,n,1 is the pullback of the universal line bundle on Cg,n so
the uniDR cycle formula on Picg,n,0 pulls back to the uniDR cycle formula for Picg,n,1,0.

However, now we come to our second problem: there is no forgetful map from Picg,n+1,1,0 to
Picg,n,1,0. The issue is that we might need to contract a component of the curve on which we have
a nontrivial line bundle. We address this by using an open substack Pic′g,n+1,1,0 that does admit a
proper forgetful map to Picg,n,1,0. This is simply the open substack determined by the condition
that if the underlying curve is such that forgetting marking n+1 would make a component unstable,
then the line bundle must be trivial on that component (which is necessarily genus 0). Equivalently,
we can construct Pic′g,n+1,1,0 by pulling back the forgetful map on A-valued prestable curves, as
follows.

We consider the fiber product

Pic′g,n+1,1,0 Picg,n,1,0

Mg,n+1,1 Mg,n,1.

p

By [11, eq. (22)], there exists a diagram

Cg,n+1,1 C′
g,n,1 Cg,n,1

Pic′g,n+1,1,0 Picg,n,1,0

r

p

where the square is the fiber product and r is the canonical map which is proper birational. The
tuple (Cg,n+1,1/Pic′g,n+1,1,0, r

∗L) defines a uniDR formula

uniDR′
g,1(b; a) ∈ CH∗(Pic′g,n+1,1,0).

We can now push forward uniDR′
g,1 along p and compare the result with uniDRg,1, lifting Theorem

7.1:
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Theorem 7.7. Let g, c, n ≥ 0. Let

F = p∗uniDR
′c
g,1(b; a1, . . . , an+1) ∈ CHc−1(Picg,n,1,0)⊗QQ[b, a1, . . . , an+1]/(a1+· · ·+an+1−(2g−1+n)b) .

(a) F is a multiple of (an+1 − b)2.

(b) We have the identity[
F

(an+1 − b)2

]
an+1:=b

= (g + 1− c)uniDRc−1
g,1 (b; a1, . . . , an).

Proof. We use the same proof strategy as before, noting only the changes that happen with uniDR.
As before, we begin by canceling exponential factors as much as possible using the projection formula
– this step requires pulling back uniDRD along the forgetful map. The exponential factor in (81) now
includes an additional term:

(an+1 − b)ξn+1.

There are no changes to the right side other than having extra terms ξi, κ0,1, κ−1,2 inside the divisor
uniDRD.

We again divide the computation into the same three pieces as before, with the only difference
being that each now carries an additional factor of exp((an+1 − b)ξn+1).

7.6.1 Changes in Section 7.3

Here, where we have a power of ψn+1, there are two places where things change. The first is that
we get an additional term with pushing forward ψn+1ξn+1 (which produces a κ0,1[v] on the vertex
where leg n+ 1 is attached). Since this term is divisible by (an+1 + b)2, computing its contribution
is easy - we get precisely

(an+1 − b)2bκ0,1uniDRPg(b; a1, . . . , an),

which accounts for the new κ0,1 term in the uniDRD factor.
Second, Lemma 7.5 requires changes because the specialization (70) used to write aw in terms

of b, ai now also includes the term −δ(w). This means that the left side of Lemma 7.5 must include
+
∑

w δ(w)Pw inside the brackets, while on the right side [deg] must be replaced by [deg] + [weight]
(since the degree of C(Γ) in the av variables corresponds to the mixed degree of uniDRP in the
b, ai, δ(v) variables and the weight in uniDRP is the degree in the δ(v) variables). Both of these
changes produce additional contributions which will be exactly canceled out by changes described
in Section 7.6.3 below.

7.6.2 Changes in Section 7.4

The first thing to note here is that the correct analogue of DRP
(i,n+1)
g (b; a1, . . . , an+1) for uniDR

′

is to require that the rational bubble containing legs i, n+ 1 must also have A-valuation 0 (which
then also implies that it has δ(v) = 0). The boundary strata of Pic′g,n+1,1,0 with this property are
in bijection with the boundary strata of Picg,n,1,0, as desired.

Then in both types of terms in this section, the ξn+1 exponential just factors out to become an
exponential of ξi after the pushforward. Since positive powers of ξn+1 come with factors of an+1 − b,
the only new thing that we get (mod (an+1 − b)3) comes from the part of the previous result that
was not yet divisible by (an+1 − b)2 (the final line of Lemma 7.3). So the new contribution is

(an+1 − b)(−ai)(exp((an+1 − b)ξi)− 1)uniDRPg(b; a1, . . . , ai + an+1 − b, . . . , an).
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Reducing mod (an+1 − b)3 gives us

−(an+1 − b)2
n∑

i=1

aiξiuniDRPg(b; a1, . . . , an),

which accounts for the new ξi term in the uniDRD factor.

7.6.3 Changes in Section 7.5

Here there are multiple new things that happen. One thing that happens is that we are no longer
just decrementing an incident ψ exponent when the vertex remains stable - we also need to handle
the ξ exponent. In other words, we need to know the formula for

π∗
(
ξin+1ψ

e1
1 · · ·ψen

n

)
.

Using the relation ψi = π∗ψi + δi,n+1 and applying the projection formula, we find that two types
of terms arise: either we replace the ξin+1 by κ−1,i[v], or we decrement one of the ψ exponents and
convert ξn+1 into a corresponding ξi.

In the first case, we must have i ≤ 2 in order to obtain a nontrivial contribution, since for i > 2
the expression is divisible by (an+1 − b)3. When i = 1, we use the identity κ−1,1[v] = δ(v), which
precisely cancels one of the changes involving δ(w)Pw from Section 7.6.1. When i = 2, the extra
factor of (an+1 − b) allows us to combine terms across different vertices v, and factor out a global
κ−1,2 term. This yields

(an+1 − b)2
κ−1,2

2
uniDRPg(b; a1, . . . , an),

which accounts for the new κ−1,2 term in the uniDRD factor.
In the second case, we just get the same thing as before except with an extra power of ξ along

the edge f . We also just get an extra power of ξ when pushing forward a class on a graph that
requires restabilization. Thus, the ξ factors out of all such terms, and any term involving a positive
power of ξ vanishes due to the presence of an extra factor of (an+1 − b).

The final change that happens is that we replace Lemma 6.3 with Lemma 6.7. This just means
that we are replacing [deg] with [deg] + [weight], which cancels out with the previous time when we
did this (in Section 7.6.1).

8 Fourier transform and pushforward

8.1 Leading term of the Fourier transform

Let ϵ0 be a small stability condition (i.e. such that the trivial line bundle is ϵ0-stable) and let ϵ be
any nondegenerate stability condition. By Theorem 5.1, we have a Fourier transform

Fg : CH∗(J
ϵ
g,n)

∼=−→ CH∗(J
ϵ0
g,n) . (90)

Since ϵ0 is small, we have the unit section e : B → J
ϵ0
g,n.

Proposition 8.1. For a nondegenerate stability condition ϵ and a small nondegenerate stability
condition ϵ0, let F be the Fourier transform (90). For any α ∈ CH∗(J

ϵ
g,n), we have

π∗(α) = e∗Fg(α)
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Proof. Let π1 : J
(2)
C → J

ϵ
C and π2 : J

(2)
C → J

ϵ0
C be the two projections. Consider the following

diagram

J
ϵ
C J

(2)
C

B J
ϵ0
C ,

ẽ

π π2

e

(91)

where π2, π are flat by Proposition 3.9, and ẽ is the map induced by id× e. Since e : B → J
ϵ0
C factors

through J ϵ0
C , the fiber product is isomorphic to J

ϵ
C . Therefore, since e is a regular embedding, we

have

e∗Fg(α) = e∗(π2)∗(π
∗
1(α)td(−TJC×BJC

)τ(P))

= π∗ẽ
∗(π∗1(α)td(−TJC×BJC

)τ(P))

= π∗(α ∪ ch(ẽ∗P̃)) = π∗(α)

where the second follows from the base change formula applied to (91) and the last equality follows
from the Todd class calculation in the proof of Proposition 5.2 and ẽ∗P̃ ∼= O.

The same argument implies π∗(α) = e∗F◦
g(α), which will be used later.

We state a consequence of [8]. This formula will serve as the first step in computing the Fourier
transform using the universal DR cycle formula. Let φ : J

ϵ
g,n → Picg,n be the morphism (10).

Proposition 8.2. Let b ∈ Z and a ∈ Zn with
∑n

i=1 ai = (2g − 2 + n)b. For any nondegenerate
stability condition ϵ of degree 0, we have

(ajb;a)∗[B
ϵ
b;a] = uniDRg

g(b; a)|Jϵ
g,n

∈ CHg(J
ϵ
g,n) .

Proof. We consider the Abel-Jacobi map for the universal Picard stack [8, (3.1)]:

AJb;a : Mg,n → Picg,n, (C, x1, . . . , xn) 7→ ω⊗−b
C,log(

n∑
i=1

aixi) .

Consider the schematic image AJb;a ⊂ Picg,n which is the smallest closed reduced substack through
which AJb;a factors. Since Bϵ

b;a is irreducible and proper, the image im(ajb;a) is a closed irreducible

subset of J
ϵ
g,n. Both ajb;a and AJb;a agree over the locus where the underlying curve is smooth, so we

have ajb;a = φ−1(AJb;a). Since φ is smooth, φ−1(AJb;a) = φ−1(AJb;a) by [63, 081I]. Therefore we get

im(ajb;a) = φ−1(AJb;a) . (92)

We compare (92) with the universal DR cycle formula. Since φ is smooth (Lemma 2.2), by [8,
Theorem 0.7], we have

uniDRg
g(b; a)|Jϵ

g,n
= [φ−1(AJb;a)] .

Since morphism ajb;a : B
ϵ
b;a → im(ajb;a) is birational, (ajb;a)∗[B

ϵ
b;a] = [im(ajb;a)]. Therefore, we have

(ajb;a)∗[B
ϵ
b;a] = [im(ajb;a)] = [φ−1(AJb;a)] = uniDRg

g(b; a)|Jϵ
g,n

.

When ϵ is small, Proposition 8.2 follows from [18, Theorem b].
We compute the lowest codimension nontrivial term of the Fourier transform up to codimension

g, which will be the main input to prove Theorem 1.1. For a class x ∈ CH∗(J
0
g,n), [x]codim=c denotes

the codimension c part.
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Theorem 8.3. For a nondegenerate stability condition ϵ on Mg,n, we consider the partial Fourier

transform F◦
g := ch(P∨) : CH∗(J

ϵ
g,n) → CH∗(J

0
g,n). Let b ∈ Z and a ∈ Zn with

∑n
i=1 ai = (2g−2+n)b.

(a) If c < g, then
[
F◦
g

(
exp(−bκ0,1 +

∑n
i=1 aiξi)

)]
codim=c

= 0.

(b) If c = g, then
[
F◦
g

(
exp(−bκ0,1 +

∑n
i=1 aiξi)

)]
codim=g

= (−1)g · ũniDR
g

g(b; a)|J0
g,n

.

Proof. First, we collect the relevant results from previous sections. Let ϵ0 be a small stability
condition and let Fg : CH∗(J

ϵ0
g,n) → CH∗(J

ϵ
g,n) be the Fourier transform. By Proposition 5.8, the

Fourier transform of the resolved Abel-Jacobi section has the form

Fg

(
[ajb;a]

)
= exp(−bκ0,1 +

n∑
i=1

aiξi)(1 + γb;a) ,

where γb;a ∈ PP(J
ϵ
g,n) is a class supported away from the integral locus. By taking the inverse

Fourier transform F−1
g and restricting to J

0
g,n, we obtain

[ajb;a] = F−1
g

(
exp(−bκ0,1 +

n∑
i=1

aiξi)(1 + γb;a)
)
. (93)

Using Propositions 4.6, 5.9 and 5.12, the right-hand side of (93) can be expressed as

(−1)g · F◦
g

(
exp(−bκ0,1 +

∑
i

aiξi)(1 + γb;a)
)

+ (−1)g ·
g∑

h=1

(−1)h

h!2h
jh∗q

∗
hF

◦
g−h

(
exp(−bκ0,1 +

n∑
i=1

aiξi)(1 + γb;a)

h∏
i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

)
.

(94)

Below, we use (94) to match the recursive structure of uniDRg
g(b; a) (Theorem 6.6) and the recursive

structure of Fourier transform (Theorem 5.11).
(a) We prove the statement by double induction on the genus g and the codimension c. For

the base case g = 0, there is nothing to prove. Now assume the statement holds for all genera less
than g, and proceed by (finite) induction on the codimension c. Let c < g, and assume that the
statement holds for all codimensions less than c.

Taking the codimension c part of (93), the left hand side is zero. On the right hand side, we
apply Theorem 5.11 to simplify the term γb;a as follows. Write γb;a as a linear combination of

tautological classes of the form [Γ̃
δ̃
, γ0]. As in the proof of Theorem 5.11, we express γb;a as the

pushforward of tautological classes from compactified Jacobians of the form JΓδ
→ MΓ (see (64)).

By Proposition 5.8, the class γb;a is supported away from the integral locus. Therefore, the stratum
MΓ → Mg−h,n+2h is nontrivial, and the Chern classes of the normal bundle can be written in terms
of ψ- and ξ-classes at the additional markings on JΓδ

. Hence, we have[
F◦
g

(
exp(−bκ0,1+

n∑
i=1

aiξi)·[Γ̃δ̃
, γ0]

)]
codim=c

= jh∗q
∗
h

[
F◦
g−h

(
exp(−bκ0,1+

n∑
i=1

aiξi)(jΓδ
)∗(γ̃0)

)]
codim=c−h

(95)
for some h ≤ g and some γ̃0 ∈ CH∗(JΓδ

).
We show that (95) vanishes when Γ is nontrivial. The class γ̃0 can be expressed as a polynomial

in ψ-classes at half-edges and ξ-classes only at the markings. For monomials in ψ-classes, we apply
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(65) to rewrite them as ψ-monomials pulled back from MΓ, plus additional terms supported on
boundary strata of JΓδ

corresponding to unstable vertices. By the argument above, the contribution
of these additional terms can be written as Fourier transforms of lower genus. Hence, by the
induction hypothesis, their contribution to (95) vanishes.

For the leading term, we write γ̃0 = γ′0 · π∗(γ′′0 ), where γ′0 is a monomial in ξ-classes and γ′′0 is a
monomial in ψ-classes on MΓ. By Proposition 5.13 in the case h1(Γ) = 0, and by Corollary 5.19
when h1(Γ) > 0, together with the projection formula, we obtain

F◦
g−h

(
exp(−bκ0,1 +

n∑
i=1

aiξi)(jΓδ
)∗(γ̃0)

)
= (rΓ)∗q

∗
(
γ′′0 ·

∏
v∈V (Γ)

F◦
g(v)(Ξv · αv)

)

where Ξv is some monomials in ξ and κ0,1 classes and αv is some class in PP(J
ϵ(v)
g(v),n(v)).

If αv is nontrivial, then by the induction hypothesis the associated contribution to (95) vanishes.
If instead αv = 1 for all v ∈ V (Γ), the class inside F◦

g(v) remains a polynomial in ξ- and κ0,1-classes.

In this case, the codimension c− h− deg(γ′′0 )− |E(Γ)| part of
∏

v∈V (Γ) F
◦
g(v)(Ξv) contributes to the

codimension c− h part of (95). Since Γ is nontrivial, we have |E(Γ)| > 0, and thus the codimension
c− h part vanishes by the induction hypothesis. Therefore, (95) vanishes.

By the above argument, the codimension c part of the right hand side of (93) reduces to the
codimension c part of (94), with the following simplification:[
(−1)gF◦

g

(
exp(−bκ0,1 +

n∑
i=1

aiξi)
)]

codim=c

+

g∑
h=1

1

h!2h
jh∗q

∗
h

[
(−1)g−hF◦

g−h

(
exp(−bκ0,1 +

n∑
i=1

aiξi)(1 + γb;a)

h∏
i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

)]
codim=c−h

.

By Proposition 4.6 and 5.8, γb;a and αi, βi can be expressed as polynomials in the ψi and ξi classes.
Since F◦

g−h is linear on the base, we can factor out the ψ-classes. By the induction hypothesis, the
second term vanishes. Thus, for c < g, we conclude:

[F◦
g(exp(−bκ0,1 +

n∑
i=1

aiξi))]codim=c = 0 ,

which completes the proof of part (a).
(b) We prove part (b) by induction on the genus. Assume the statement holds for all genera less

than g. Taking the codimension g part of (93), Proposition 8.2 implies:

[ajb;a]|J0
g,n

= uniDRg
g(b; a)|J0

g,n
. (96)

By the argument in part (a), the contribution involving the class γb;a lies in codimension greater
than g. Therefore, by the vanishing result of part (a), the codimension g part of the right hand side
of equation (94) simplifies to:[
(−1)gF◦

g

(
exp(−bκ0,1 +

n∑
i=1

aiξi)
)]

codim=g

+

g∑
h=1

1

h!2h
jh∗q

∗
h

[
(−1)g−hF◦

g−h

(
exp(−bκ0,1 +

n∑
i=1

aiξi)

h∏
i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!
(2ki − 1)(ξi − ξ′i)

2ki−2
)]

codim=g−h
.
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By the induction hypothesis, each lower-genus term becomes:

[
(−1)g−hF◦

g−h

(
exp(−bκ0,1 +

n∑
i=1

aiξi)
h∏

i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!
(2ki − 1)(ξi − ξ′i)

2ki−2
)]

codim=g−h

=
∑

k1,...,kh∈Z
(

h∏
i=1

ki)ũniDR
g−h

g−h,n+2h(b; a, k1,−k1, . . . , kh,−kh) .

Here, the infinite sum is interpreted using the ζ-function renormalization defined in (71). Finally,
by Theorem 6.6, the codimension g part of the leading term of (94) becomes:

[
(−1)g · F◦

g(exp(−bκ0,1 +
n∑

i=1

aiξi))
]
codim=g

= ũniDR
g

g(b; a)

which completes the proof of (b).

8.2 Proof of Theorem 1.1

We finally finish the proof of our main theorem.

Proof of Theorem 1.1. We finally finish the proof of our main theorem. We will induct on ℓ, the
exponent of Θ. We save the base case ℓ = 0 for the end, so first assume ℓ > 0. We are given
ϵ, a nondegenerate stability condition for Mg,n. Let p : Mg,n+1 → Mg,n be the morphism
forgetting the last marking. The pullback of ϵ to Mg,n+1 is degenerate. However, there exists a
small perturbation ϵ′ which is a nondegenerate stability condition for Mg,n+1 such that there is a

morphism q : J
ϵ′

g,n+1 → J
ϵ
g,n and the following commutative diagram holds:

J
ϵ′

g,n+1 J
ϵ
g,n

Mg,n+1 Mg,n .

q

π1 π

p

Consider the class (on Mg,n+1)

Pc(b; a, an+1) := (π1)∗

[
Θl−1 exp

(
−bκ0,1 +

n+1∑
i=2

aiξi

)]
codim g+c

,

viewed as a polynomial in b, a2, . . . , an+1.
By the inductive hypothesis, Pc(b; a, an+1) = 0 for c < g − ℓ+ 1, is tautological for all c, and for

c = g − ℓ+ 1 we have the formula

Pg−ℓ+1(b; a, an+1) = (−1)g−ℓ+1(ℓ− 1)! · DRg−ℓ+1
g (b, a, an+1). (97)

Now consider applying p∗. Applying p∗ ◦ (π1)∗ = π∗ ◦ q∗, the projection formula for q, as well as the
identity p∗κ0,1 = κ0,1 − ξn+1, we get

p∗Pc(b; a, an+1) = π∗

[
Θl−1 exp

(
−bκ0,1 +

n∑
i=2

aiξi

)
· p∗ exp((an+1 − b)ξn+1)

]
codim g+c−1

.
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Since p∗(ξ
i
n+1) = 0 for i < 2, this pushforward is divisible by (an+1 − b)2. Moreover, if we divide by

(an+1 − b)2 and then set an+1 := b, the formula p∗(ξ
2
n+1/2) = −Θ yields[

p∗Pc(b; a, an+1)

(an+1 − b)2

]
an+1:=b

= −π∗

[
Θl exp

(
−bκ0,1 +

n∑
i=2

aiξi

)]
codim g+c−1

.

This immediately gives the induction step for parts (a) and (c) of the theorem. For part (b), we
also apply Theorem 7.1 to see that the steps we have taken (apply p∗, divide by (an+1 − b)2, set
an+1 := b) indeed act on the right side of (97) by replacing l − 1 with l and n+ 1 with n.

For the remainder of the proof we assume ℓ = 0. We prove (a) and (b) by induction on the
genus. When g = 0, there is nothing to prove. Consider the map

F◦
g : CH∗(J

ϵ
g,n) → CH∗(J0

g,n)

as defined in (50). Let a ∈ Zn with
∑

i ai = 0. By Proposition 8.1, it is sufficient to prove that

e∗
[
F◦
g(exp

(∑
i

aiξi)
)]

codim=g
= (−1)ge∗ũniDR

g

g(a) = (−1)gD̃R
g

g(a) ,

which is proven in Theorem 8.3. This proves (a) and (b).
We now prove (c). By Proposition 8.1 and the above argument, it suffices to show that[

F◦
g(exp

(
− bκ0,1 +

∑
i

aiξi)
)]

codim=c
∈ Rc(J0

g,n) (98)

for all codimension c, where R∗(J
0
g,n) is the restriction of tautological ring (11) to J

0
g,n.

We proceed by induction, first on the genus and then on the codimension. For the base case
g = 0, there is nothing to prove. Assume the statement holds for all genera less than g. For
codimenions less than or equal to g, (98) was already established in (a) and (b). Now assume (98)
holds in codimension less than c, where taking the codimension c part of (93), the left-hand side is
zero. The right-hand side reduces to[

(−1)gF◦
g

(
exp(−bκ0,1 +

∑
i

aiξi)
)]

codim=c
+
[
(−1)gF◦

g

(
exp(−bκ0,1 +

∑
i

aiξi)γb;a

)]
codim=c

+

g∑
h=1

1

h!2h
jh∗q

∗
h

[
(−1)g−hF◦

g−h

(
exp(−bκ0,1 +

∑
i=1

aiξi)(1 + γb;a)

·
h∏

i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

)]
codim=c−h

.

By the induction hypothesis, the second term and the third term lie in the tautological subring.
Therefore (98) holds in codimension c, completing the proof of part (c).

For the pushforward of monomials of divisors with 2ℓ+m+
∑n

i=1 ki ≤ 2g, explicit formula of
the class γb;a does not play a role. When 2ℓ+m+

∑n
i=2 ki > 2g, the pushforward depends on the

stability condition–which can be easily checked over the locus M ct
g,n ⊂ Mg,n of compact type curves.

Remark 8.4. Let q : J
ϵ′

g,n+1 → J
ϵ
g,n be the projection used in the proof of Theorem 1.1. By Lemma

7.6 the same pushforward formula as in Theorem 7.7 holds for q∗. Therefore, a similar argument to
that used in the proof of Theorem 1.1 (c) generalizes Theorem 8.3 for monomials with Θ divisors.
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Remark 8.5. A natural question arises as to whether the intersection numbers on compactified
Jacobians possess a distinct structure. The generating series of the intersection numbers from
double ramification formulae with ψ-monomials satisfy a noncommutative Korteweg-de Vries (KdV)
hierarchy, as shown by Buryak and Rossi [14]. Therefore, Theorem 1.1 provides a partial answer to
this question, though further investigation is required.

8.3 Connection to the perverse filtration

Let π : JC → B be the projection. By the Decomposition Theorem [13], the perverse truncation
functor associated to π induces the canonical increasing perverse filtation

P0H
∗(JC ,Q) ⊂ P1H

∗(JC ,Q) ⊂ · · · ⊂ P2gH
∗(JC ,Q) = H∗(JC ,Q) .

Lemma 8.6. Let π :M → B be a projective, flat morphism of relative dimension g, where M and
B are proper and smooth. For a class α ∈ P2g−1H

∗(M,Q), we have π∗(α) = 0.

Proof. Let d = dimB and α ∈ Hc(M,Q). By the Poincaré duality on B, it suffices to show that
π∗(α) ∪ β = 0 for all β ∈ H2(g+d)−c(B,Q). Since multiplying a cohomology class pulled back
from the base does not alter the perverse degree, we have α ∪ π∗(β) ∈ P2g−1H

2(g+d)(M,Q). Let
ω ∈ H2(M,Q) be a relative ample divisor. By the relative Hard Lefschetz [13, Théorème 5.4.10],
cupping with ωg induces an isomorphism of graded pieces:

− ∪ ωg : grP0 H
2d(M,Q)

∼=−→ grP2gH
2g+2d(M,Q) . (99)

Since π∗ : H2d(B,Q) ∼= Q → P0H
2d(M,Q) is nonzero, (99) implies that P2g−1H

2(g+d)(M,Q) = 0.
Thus α ∪ π∗(β) = 0. By the projection formula, this implies π∗(α) ∪ β = π∗(α ∪ π∗(β)) = 0.

We give a proof of Theorem 1.1 (a) in cohomology following the idea of Maulik-Shen [41].

Proposition 8.7. Theorem 1.1 (a) holds in H∗(Mg,n,Q).

Proof. Let π : J
ϵ
g,n → Mg,n denote the projection. We use the notion of strong perversity as defined

in [41] and show that ξi and κ0,1 have strong perversity 1. By [45], building upon [56], the complex
Rπ∗Q has the full support, meaning that any non-trivial simple perverse summand has support
equal to Mg,n. Since ξi, κ0,1 ∈ H2(J

ϵ
g,n,Q), it suffices to verify strong perversity being 1 over the

open locus Mg,n ⊂ Mg,n. Over Mg,n, the morphism π is a torsor under the abelian variety J
0
g,n.

Since n ≥ 1, we can identify it with J
0
g,n via twisting by a section. Under the twisting both ξi (resp.

κ0,1) maps to ξi (resp. κ0,1) modulo ψ-class. Since ψ-class has perversity zero, pulled back from
Mg,n, it does not change the strong perversity. By [22, Section 3], ξk and κ0,1 are weight 1 classes
so they have strong perversity 1 over Mg,n. Therefore ξk and κ0,1 satisfies strong perversity 1 over
Mg,n.

The Θ divisor, by codimension considerations, has strong perversity 2. By [41, Lemma 1.3],
the strong perversity is multiplicative and hence the class Θℓ(κ0,1)

m
∏
ξkii has strong perversity

2ℓ+m+
∑
ki. Applying [41, Lemma 1.2], we conclude that the monomial lies in (2ℓ+m+

∑
ki)-th

perverse filtation of H∗(Jg,n,Q). Since 2ℓ+m+
∑n

i=1 ki < 2g, the pushforward to H∗(Mg,n,Q)
vanishes by Lemma 8.6.

The independence of stability condition of Theorem 1.1 (b) in rational cohomology is reminiscent
of the “χ-independence” phenomenon ([40]). Following [8, Section 0.3.3], we consider the strata
algebra PicSg,n associated with Picg,n. This is a Q-algebra freely generated by tautological classes.
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Given a choice of universal line bundle, there exists a realization map ρ : PicSg,n → H∗(J
ϵ
g,n,Q).

Let Ξ = Θℓ(κ0,1)
mξk11 · · · ξknn ∈ PicSg,n with 2ℓ +m +

∑n
i=1 ki ≤ 2g. For two different choices of

realizations ρ, ρ′, it is easy to check that ρ(Ξ) − ρ′(Ξ) lies in P<2gH
∗(J

ϵ
g,n,Q). By Lemma 8.6,

π∗(ρ(Ξ)) ∈ H∗(Mg,n,Q) is independent of the choice of universal line bundle.
From Section 2.2, compactified Jacobians admit a map to the logarithmic Picard group. For

nondegenerate stability ϵ1 and ϵ2 on Mg,n, consider a fiber diagram (see also [2, Section 6])

J
ϵ12
g,n J

ϵ1
g,n

J
ϵ2
g,n LogPicg,n.

h1

h2

Let ρ1 and ρ2 be realization maps for ϵ1 and ϵ2. Theorem 1.1 (b) raises the following question:

Question 8.8. Let Ξ = Θℓ(κ0,1)
mξk11 · · · ξknn ∈ PicSg,n. If 2ℓ+m+

∑n
i=1 ki ≤ 2g, does the difference

ρ2(Ξ)− (h1)∗(h2)
∗(ρ1(Ξ)) lie in P<2gH

∗(J
ϵ2
g,n,Q)?

A positive answer to the question of the perversity of the wall-crossing term will provide a
conceptual explanation of Theorem 1.1(b) in rational cohomology. For arbitrary α ∈ PicSg,n it is an
interesting question to find k such that ρ(α) ∈ PkH

∗(J
ϵ
g,n,Q) \ Pk−1H

∗(J
ϵ
g,n,Q).

We thank Davesh Maulik, Miguel Moreira, and Qizheng Yin, whose comments led to the
formulation of the following remark.

Remark 8.9. By [42, Theorem 0.1], or through a mild generalization using [45], the perverse
filtration associated with π is multiplicative. Therefore the cup product descends to the associated
graded space gr •PH

∗(J
ϵ
g,n,Q). Under the Poincaré duality, Theorem 1.1 (b) raises the question of

whether the ring structure on gr •PH
∗(J

ϵ
g,n,Q) is independent on the stability condition. It would be

interesting to seek an explanation for such independence.

9 Weight decomposition and Fourier transforms

9.1 Weight decomposition

We discuss the generalization of Beauville [12] and Deninger-Murre [22]’s weight decomposition for
semi-abelian schemes. Any semi-abelian variety G can be written as an extension

0 → T → G→ A→ 0

of an abelian variety A by a split torus T . For a semi-abelian scheme π : G → B, the Kimura
dimension of π is defined by

kd(π) := max{2 dim(Ab) + dim(Tb) : b ∈ B} . (100)

For N ∈ Z, consider the “multiplication by N map”

[N ] : G→ G . (101)

The weight w piece is defined by

CH∗
(w)(G) := {α ∈ CH∗(G,Q) : [N ]∗α = Nwα, for all N ∈ Z} . (102)

The multiplicative splitting is proven by Ancona-Huber-Pepin Lehalleur [4, Theorem 4.9].
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Theorem 9.1 ([4]). The rational Chow group of G has the multiplicative decomposition

CH∗(J
0
C ,Q) =

kd(π)⊕
w=0

CH∗
(w)(J

0
C) .

In particular, if the weight of a class is greater than the Kimura dimension kd(π), it vanishes.

9.2 Leading term of partial Fourier transform

In Section 8, we studied the connection between F◦ (50) and F−1 both from CH∗(J
ϵ
C) to CH∗(J

0
C).

Here, we compute the leading term of F◦(1) using Theorem 9.1. F◦ has a nice compatibility property
with the “multiplication by N” map (101).

Lemma 9.2. Let x ∈ CHp(JC ,Q). If we write F◦(x) =
∑

q yq with yq ∈ CHq(J
0
C ,Q), then

[N ]∗yq = Ng+q−pyq, N ∈ N .

Proof. By (18), we have
(1× [N ])∗c1(P) = N · c1(P) . (103)

Then the result follows from the projection formula. See [12] and [22, Proposition 2.16].

We present the main calculation of this section.

Proposition 9.3. Let B = Mg,n and π : J
0
C → B be the relative Jacobian. Then we have

[F◦
g(1)]codim=g =

Θg

g!
∈ CHg(J0

g ,Q) .

Proof. We first compute F◦
g(exp(−Θ)). By Lemma 5.10 and the projection formula, we have

F◦
g(exp(−Θ)) = exp(Θ) · p2∗µ∗ exp(−Θ) . (104)

Let ∂B := Mg−1,n+2 and j : ∂B → B be the gluing map. We also denote j : J
0
C |∂B → J

0
C the

associated finite morphism. If w > 2g, we have CH∗
(w)(J

0
C) = 0 by Theorem 9.1. For ∂JC := JC \J0

C ,
we consider the excision sequence

CH∗(∂JC ,Q)
j∗−→ CH∗(JC ,Q) → CH∗(J

0
C ,Q) → 0 .

Since Θ has weight 2, if c > g, then Θc restricted to J
0
C vanishes. By the above excision sequence,

Θc is supported on ∂JC . The pullback of (8) to ∂JC yields

µ : ∂JC ×∂B J
0
C |∂B → ∂JC .

If c > g, using the projection formula, the class p2∗µ
∗(Θc) = 0 lies in the image of j∗. Therefore,

(104) can be written by
F◦
g(− exp(Θ)) = exp(Θ) · (1 + Im j∗) . (105)

By Theorem 9.1, one can take the pure weight pieces of (104). Taking the codimension g part
of (105), we get

∞∑
k=0

[
F◦
g(
(−Θ)k

k!
)
]
codim=g

=
Θg

g!
+
[
Im j∗

]
codim=g

.

By Lemma 9.2, we have [
F◦
g(Θ

k)
]
codim=g

∈ CHg
(2g−k)(J

0
C) .

The weight 2g part of the left hand side is [F◦
g(1)]codim=g. Since the Kimura dimension (100) of the

boundary J
0
C |∂B drops to 2g − 1, the weight 2g piece of Im j∗ vanishes by Theorem 9.1. Therefore

the weight 2g part of the right hand side is Θg

g! and we get the equality.
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9.3 Universal double ramification cycle formula over the treelike locus

Let M tl
g,n ⊂ Mg,n be the locus of treelike curves–these are stable curves whose graph is a tree

with any number of self-loops attached, which is an open substack of Mg,n. It can be uniquely
characterized as the largest open substack of Mg,n where every Abel-Jacobi section extends [35].

We give a proof of the universal double ramification formula (Proposition 8.2) on J
0
g,n → M tl

g,n,

independent from [8]. We use compatibility of Fourier transform and the group structure of J
0
g,n.

OverM tl
g,n, the compactified Jacobians are isomorphic to the relative moduli space of multidegree

zero, rank 1 torsion free sheaves, and we denote the compactified Jacobian of degree 0 by π : J
tl
g,n →

M tl
g,n. For b ∈ Z and a ∈ Zn with

∑n
i=1 ai = (2g − 2 + n)b, the twisted Θ-divisor is defined by

Θb;a := Θ + bκ1 +
b2

2
κ1 +

1

2

n∑
i=1

a2iψi +
n∑

i=1

aiξi + π∗Db;a , (106)

Here Db;a is a divisor class given by

Db;a =
∑
Γ

c(Γ, b; a)[Γ] ,

where the sum is over all stable graphs Γ with exactly two vertices connected by a single edge
described by partition (g1, I1|g2, I2) and c(Γ, b; a) = −(

∑
i∈I1 ai − b(2g1 − 2 + |I1|+ 1))2. We refer

[8, Section 4.1] for the further explanations.

The combinatorics of the universal double ramification formula (77) gets simplified over M tl
g,n.

For h > 0, let jh : M tl
g−ℓ,n;2h → M tl

g,n be the restriction of the gluing map to M tl
g,n. In general,

M tl
g−h,n;2h is an open substack of M tl

g−h,n+2h.

Lemma 9.4. Let J
0
g,n → M tl

g,n be the relative Jacobian. For b ∈ Z and a ∈ Zn with
∑n

i=1 ai =

(2g − 2 + n)b, let Pc
g(b; a) be the universal double ramification formula (77) restricted to J

0
g,n.

(a) For all c, we have

Pc
g(b; a) =

exp(Θb;a) ·
g∑

h=0

(−1)h

2hh!
(jh)∗

h∏
i=1

 ∞∑
ki=1

B2ki

ki!

(ψhi
+ ψh′

i
)ki−1

2ki


codim=c

∈ CHc(J0
g,n) .

(b) For all c, we have P̃c
g(b; a) =

(Θb;a)
c

c! .

Proof. We apply [8, Proposition 4.1]. The divisor inside the exponential in [8, eq (4.2)] coincides
with (106). Both (a) and (b) follows from Faulhaber’s formula applied to the contribution from the
r-weights.

We replace Theorem 8.3 by the below:

Proposition 9.5. For any b ∈ Z and a ∈ Zn with
∑n

i=1 ai = (2g − 2 + n)b, suppose that we have

F−1
h (exp(−bκ0,1 +

∑n
i=1 aiξi)) = Ph

h(b; a) for all genus h less than g. Let Ξ ∈ CH∗(J
tl
h,n) be any

monomial of ξ and κ0,1-classes. For any genus h less than g, we have

(a) F◦
h(Ξ) ∈ CH≥h(J

0
h,n), and
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(b) [(−1)hF◦
h(exp(−bκ0,1 +

∑n
i=1 aiξi))]codim=h =

(Θb;a)
h

h!

Proof. We first prove (a) by induction on h. Suppose the statement holds for all genera less than h.
By assumption, we have F−1

h (exp(−bκ0,1 +
∑n

i=1 aiξi)) = Ph
g (b; a) ∈ CHh(J

0
h,n). From Lemma 9.4

(a) the polynomiality of Ph
h(b; a) in b, a follows from the polynomiality of (106). Therefore, for any

monomial Ξ of ξ and κ0,1-classes, we have F−1
h (Ξ) ∈ CHh(J

0
h). By Proposition 4.6 and Proposition

5.9, we get

F−1
h (Ξ) = (−1)hF◦

h(Ξ)+
h∑

f=1

1

2ff !
(jf )∗(−1)h−fF◦

h−f

(
Ξ·

f∏
i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

)
. (107)

where αi = ψn+i − ξn+i + ξn+f+i and βi = ψn+f+i + ξn+i − ξn+f+i. The term inside F◦
h−f is a

polynomial in ψi, ξi and κ0,1-classes. By linearity of F◦
g−h, ψ-classes can be factored out. By the

induction hypothesis, these terms has codimension at least h− g, so (jf )∗F
◦
h−f (· · · ) has codimension

at least h. Therefore, we conclude that F◦
h(Ξ) ∈ CH≥h(J

0
h,n).

Similarly, we prove (b) by induction on h. Suppose the statement holds for all genera less than
h. In (107), we substitute Ξb;a := exp(−bκ0,1 +

∑n
i=1 aiξi):

F−1
h (Ξb;a) = (−1)hF◦

h(Ξb;a)+
h∑

f=1

1

2ff !
(jf )∗(−1)h−fF◦

h−f

(
Ξb;a ·

f∏
i=1

∞∑
ki=1

(−1)kiB2ki

(2ki)!

α2ki−1
i + β2ki−1

i

αi + βi

)
.

(108)
Take codimension h part of each term in (108). By (a), within F◦

h−f (· · · ), only pure monomials of ξ
and κ0,1 classes will contribute. By the induction hypothesis, the boundary term takes the form

[
(−1)h−fF◦

h−f

(
Ξb;a ·

f∏
i=1

(ξhi
− ξh′

i
)2ki−2

)]
codim=h−f

=
(Θb;a)

h−k

(h− k)!

f∏
i=1

(2ki − 1)!

(ki − 1)!

(ψhi
+ ψh′

i

2

)ki−1

modulo relations ξh1 − ξh′
1
= · · · = ξhf

− ξh′
f
= 0. Here, k :=

∑
i ki and the relations are from

Lemma 2.3. By Lemma 9.4 (a), the boundary term of the right hand side (108) aligns, leading to

[(−1)hF◦
h(Ξb;a)]codim=h =

(Θb;a)
h

h! .

We prove the main result of this section. OverM tl
g,n, there exists a unique piecewise linear function

α on the universal curve such that the line bundle ω⊗−b
C,log(

∑n
i=1 aixi)⊗OC(α) has multidegree zero

for all underlying curves in M tl
g,n. After twisting by α, the Abel-Jacobi section ajb;a : M

tl
g,n → J

tl
g,n

is well-defined and factors through J
0
g,n.

Theorem 9.6. Let J
0
g,n → M tl

g,n be the relative Jacobian. For any b ∈ Z and a ∈ Zn with∑n
i=1 ai = (2g − 2 + n)b, we have

[ajb;a] = Pg
g(b; a) ∈ CHg(J0

g,n) . (109)

Proof. We prove this by induction on the genus. For g = 0 the statement is trivial. Suppose we
know (109) for genus h less than g. We first prove (109) for g = 0 and a = 0. By Proposition 5.2,
we get [e] = F−1

g (1). By Proposition 9.5 (a), after taking the codimension g part, we get

[e] = [(−1)gF◦
g(1)]codim=g+

g∑
h=1

1

2hh!
(jh)∗

[
(−1)g−hF◦

g−h

( h∏
i=1

∞∑
ki=1

B2ki(2ki − 1)

(2ki)!
(ξhi

−ξ′hi
)2ki−2

)]
codim=g−h

.
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By Proposition 9.5 (b), the right hand side matches with Lemma 9.4. This finishes the proof for
genus g with a = 0.

We prove for arbitrary b ∈ Z and a ∈ Zn with
∑n

i=1 ai = (2g − 2 + n)b. Let α be the unique
piecewise linear function on the universal curve necessary to construct the Abel-Jacobi section.
Then, the Abel-Jacobi section can be written as

ajb;a = ϕ̃b;a ◦ e : M
tl
g,n → J

tl
g,n ,

where e : M tl
g,n → J

tl
g,n is the unit section and ϕ̃b;a is an automorphism of J

tl
g,n induced by

L 7→ L⊗ ω⊗−b
C,log(

∑n
i=1 aixi)⊗OC(α). By (106) and Lemma 9.4, we have ϕ̃∗−b;−aP

c
g(0; 0) = Pc

g(b; a).

Therefore, by twisting (109) for a = 0 with respect to ϕ̃b;a, we have

[ajb;a] = ϕ̃∗−b;−a[e] = ϕ̃∗−b;−aP
g
g(0; 0) = Pg

g(b; a) .

Thus we obtain the result from the induction.

By the argument in Section 8.2, Theorem 9.6 gives an independent proof of Theorem 1.1 over

B = M tl
g,n for ℓ = 0.

9.4 Fourier transform for principally polarized abelian schemes

We extend our argument in the previous sections to abelian schemes. Let π : A→ B be a principally
polarized abelian scheme (p.p.a.s.) of relative dimension g over a smooth scheme B. Let e : B → A
be the unit section and let µ : A×B A→ A be the addition. For n ≥ 1, we denote

An := A×B · · · ×B A (n-times) ,

and A0 := B. For 1 ≤ i ≤ n, let pi : A
n → A be the i-th projection and for 1 ≤ i < j ≤ n, let

pij : An → A ×B A be the projection to i, j-th factor. Let λm := cm(E) ∈ CHm(B) be the m-th
Chern class of the Hodge bundle E := π∗Ωπ.

For an abelian scheme A→ B, let A∨ := Pic0A/B denote the dual abelian scheme and let P be the

Poincaré line bundle on A×B A
∨ which is trivialized along the unit sections. Assume that A→ B

is principally polarized; that is, there exists a polarization λ : A → A∨ which is an isomorphism.

We identify (id, λ) : A×B A
∼=−→ A×B A

∨. Consider a Q-line bundle

Lλ := ((e, λ)∗P)−1/2 ∈ Pic(A)⊗Z Q

which is relatively ample, symmetric and trivialized along the unit section. Let Θ := c1(Lλ) ∈ CH1(A).
For 1 ≤ i ≤ n, let Θi := p∗iΘ and for 1 ≤ i ̸= j ≤ n, let ℓij := p∗ijc1(P) in CH1(An).

Definition 9.7. The tautological ring R∗(An) is the subring of CH∗(An,Q) generated by classes

{Θi}1≤i≤n, {ℓij}1≤i ̸=j≤n, {λm}1≤m≤g .

For n ≥ 1, we consider a p.p.a.s. π : An → An−1 where π is the projection along the first n− 1
factors. Under the weight decomposition (102), the weights of tautological classes are given by

Θn ∈ CH1
(2)(A

n), and ℓi,n ∈ CH1
(1)(A

n), 1 ≤ i ≤ n− 1 . (110)

The first follows from the fact that Θn is a symmetric ample class and the second follows from
the Theorem of Square. Other generators of tautological ring has weight zero. Since the weight is
multiplicative, (110) determines the weight of all tautological classes.
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We consider sections of π : An → An−1 induced from the group structure. Let a ∈ Zn−1 be a
vector of integers. We define the π-relative translation automorphism by

τa : A
n → An, (x1, . . . , xn) 7→ (x1, . . . , xn−1, xn + a1x1 + · · ·+ an−1xn−1) . (111)

For a ∈ Zn−1, the translation section is defined by σa := τa ◦ e : An−1 → An.

Lemma 9.8. For a ∈ Zn−1, we have τ∗a (Θn) = Θn +
∑n−1

i=1 aiℓin +
∑n−1

i=1 a
2
iΘi.

Proof. We write (111) as follows. Consider the composition µa : A
n (a1,...,an−1,1)−−−−−−−−→ An µn−→ A where

the first morphism is the “multiplication by N” map with the prescribed multiplicity and µn is the
addition. For µ : A×B A→ A, we have the Mumford formula

µ∗(Θ) = −ℓ12 + p∗1Θ+ p∗2Θ . (112)

For the morphism µ× id : A×B A×B A→ A×B A, we have (µ× id)∗ℓ12 = ℓ13+ ℓ23 by the theorem
of the cube. Therefore we get µ∗n(Θ) =

∑
1≤i ̸=j≤n ℓij +

∑n
i=1Θi.

From the weight of divisors (110), the pullback of tautological classes along the map (a1, . . . , an−1, 1)
is clear. Since τ∗a (Θ) = τ∗a p

∗
n(Θ) = µ∗a(Θ), the result follows.

We consider the Fourier-Mukai transform ([52, 22])

F := ch(P) = exp(ℓnn+1) : CH
∗(An) → CH∗(An) . (113)

Proposition 9.9. Let a ∈ Zn−1 be a vector of integers. Then we have

F−1
(
exp(

n−1∑
i=1

aiℓin)
)
=

(
Θn +

∑n−1
i=1 aiℓin +

∑n−1
i=1 a

2
iΘi

)g
g!

. (114)

Proof. By the argument in Proposition 9.3, we have F(exp(Θn)) = exp(−Θn). By Proposition 5.2
and [22, Lemma 2.18], we have

[e] = F−1(1) =
(Θn)

g

g!
. (115)

The pullback of (115) along (111) follows from Lemma 9.8. By the argument in the proof of Theorem
9.6, we get the result.

Theorem 9.10. The Fourier-Mukai transform (113) preserves tautological classes. Moreover, proper
pushforward along the projection π : An → An−1 preserves tautological classes.

Proof. Let α := (Θn)
m(ℓ1n−1)

k1 · · · (ℓn−1n)
kn ∈ R∗(An). Since F is linear over the base, it suffices to

check that the image F(α) is tautological. For simplicity, we write k =
∑n−1

i=1 ki. If m+ k ≤ g, by
Proposition 9.9, we have F(α) ∈ R∗(An).

We assume m+ k > g. The class α has weight 2m+ k. By weight vanishing part of Theorem
9.1, we may assume 2m+ k ≤ 2g. Additionally, since Θn ∈ CH1

(2)(A
n), we have (Θn)

c = 0 for c > g.

For a ∈ Zn−1, we consider the translation automorphism (111). By Lemma 9.8, for c > g, we have:

(
Θn +

n−1∑
i=1

aiℓin +

n−1∑
i=1

a2iΘi

)c
= 0 . (116)

Using the polynomiality of the relation (116) in ai’s we can further decompose (116). Therefore the
class α can be written as a momomial α′ of Θn and ℓin classes of degree less than or equal to g,
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multiplied by classes that are polynomial in Θ1, . . . ,Θn−1. As F is linear over the base, we have
reduced to the case when m+ k ≤ g. Therefore F preserves tautological classes.

By using a similar argument as in Proposition 8.1, we find π∗(α) = e∗F(α) for all α ∈ CH∗(An).
Clearly e∗ : CH∗(An) → CH∗(An−1) preserves tautological classes. Thus, by the argument above,
the pushforward along π : An → An−1 preserves tautological classes.

By the argument in Theorem 9.10, we get a closed formula for π∗ : R
∗(An) → R∗(An−1).

Corollary 9.11. Let k1, . . . , kn−1 ∈ Z≥0. If all ki are even and 2m+
∑n−1

i=1 ki = 2g, then we have

π∗
((Θn)

m

m!

(ℓ1n)
k1

k1!
· · · (ℓn−1n)

kn−1

kn−1!

)
= (−1)g−m Θ

k1/2
1

(k1/2)!
· · ·

Θ
kn−1/2
n−1

(kn−1/2)!
.

Otherwise, the pushforward is zero.

9.5 Torus rank at most one locus

Let Ag ⊂ A′
g be the canonical partial compactification of rank 1 degenerations [53]. Let π :

X ′
g → A′

g be the universal family and let X ◦
g → A′

g be the universal semi-abelian scheme. We
adapt the argument from the previous sections to study the intersection theory of this family. Let
µ : X ◦

g ×A′
g
X ′
g → X ′

g be the natural action. Then the tuple

(π : X ′
g → A′

g,X ◦
g → A′

g, µ : X ◦
g ×A′

g
X ′
g → X ′

g) (117)

is a degenerate abelian scheme in the sense of Arinkin-Fedorov [7, Definition 2.1].
We show that the auto-equivalence of Xg extends to X ′

g. Let Θ be the principal polarization of
Xg → Ag which is trivialized along the unit section. By slight abuse of notation, let Θ also denote a
relatively ample class on X ′

g that extends this polarization. Following [7], the Poincaré line bundle
P on X ◦

g ×A′
g
X ′
g defined by

P = µ∗Θ⊗ p∗1Θ
∨ ⊗ p∗2Θ

∨ (118)

which extends to a line bundle P on X ◦×A′
g
X ′
g ∪X ′

g×A′
g
X ◦
g . For compactified Jacobians, the failure

to extending the Poincaré line bundle to the product JC ×B JC was attributed to the lack of a
common universal curve on the two factors. For X ′

g, the failure to extend P is that the multiplication
map µ does not extend to X ′

g ×A′
g
X ′
g.

We can resolve the indeterminacy of the action µ for any toroidal compactification of Xg → Ag.
LetAtrop

g := Sym2
rc(Zg)/GLg(Z) be the moduli space of principally polarized tropical abelian varieties

and let X trop
g → Atrop

g be the the universal tropical abelian variety. Any toroidal compactification
X g → Ag corresponds to a subdivision ΣA of Atrop

g and a subdivision ΣX of ΣA|X trop
g

. Let

µ : X trop
g ×Atrop

g
X trop
g → X trop

g

be the multiplication map. Let Σµ
X → ΣX be the base change of µ : ΣX ×ΣA

ΣX → X trop
g |ΣA

along

ΣX → X trop
g |ΣA

. This subdivision defines a log modification f : X µ
g → X g ×Ag

X g together with a

map µ : X µ
g → X g extending the multiplication map on X ◦ ×A′

g
X ′
g ∪ X ′

g ×A′
g
X ◦
g .

We specialize to X ′
g → A′

g. Inside any Ag, A′
g sits as the inverse image of Ag ⊔ Ag−1 from

Satake compactification and X ′
g is the unique minimal family that contains the identity section in

its smooth locus. The restriction of X µ
g to the locus A′

g is denoted by X µ
g . The fan ΣA restricts

to the ray R≥0, and X trop
g |ΣA

is the torus with fiber R/ℓZ over ℓ ∈ R>0 (and a point over 0). The
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subdivision ΣX is the subdivision of R/ℓZ adding the lattice points ℓZ. Therefore, Σµ
X over the

torus-rank 1 locus is the subdivision of the product R/ℓZ×R≥0
R/ℓZ along the diagonal

x+ y = 0 (mod ℓZ)

By the same analysis as in Theorem 1.2 (a), X ′
g ×A′

g
X ′
g has ordinary double point singularities,

and X µ
g is a small resolution, i.e. it is smooth and the complement of X ◦ ×A′

g
X ′
g ∪ X ′

g ×A′
g
X ◦
g has

codimension 2. Moreover, nontrivial fibers of f : X µ
g → X ′

g ×A′
g
X ′
g are P1s.

Proposition 9.12. Let P̃ be the unique line bundle on X µ
g which extends P . Then the degree of P̃

on the exceptional fibers of f : X µ
g → X ′

g ×A′
g
X ′
g is 1.

Proof. The exceptional locus of f is a P1-bundle over the boundary of A′
g, so we check the degree on

any given fiber. Under the Torelli map, it is enough to check the degree over a point corresponding

to a JC where C is an integral curve with one one self-node. Two resolutions J
(2)
C and the resolution

J
µ
C given by X µ

g of JC × JC corresponds to two different Atiyah flops of ordinary double point

singularity. To compare two, we form the common refinement J
b
C of J

(2)
C and J

µ
C as follows. The

product JC × JC is locally modeled on the toric variety{
(ℓ′e1 , ℓ

′′
e1 , ℓ

′
e2 , ℓ

′′
e2) : ℓ

′
ei + ℓ′′ei = ℓe

}
and J

b
C corresponds to the subdivision min(ℓ′e1 , ℓ

′′
e1 , ℓ

′
e2 , ℓ

′′
e2). Following Definition 3.3 and Definition

3.7, the multiplication map on J
b
C has the following modular description:

µ(C̃ → Ci, Li) = L1|C̃ ⊗ L2|C̃(α)

where α is the unique piecewise linear function up to pullback from the base such that the line
bundle L1|C̃ ⊗ L2|C̃(α) is stable on C̃.

We compute α. Let Γ be the tropical curve associated to C which has a single vertex v with a
loop, where we fix some orientation. The tropical curves Γi associated to Ci have one additional
vertex wi at distance ℓ

′
e1 , ℓ

′
e2 from v respectively, measured with respect to the given orientation;

the tropical divisors associated to L1, L2 have degree −1 at v and 1 at the exceptional vertex.

We look first at the cone of J
b
C where ℓ′e2 is minimal. We form the tropical curve which is the

subdivision of Γ at a vertex u at distance ℓ′e1 + ℓ′e2 from v in the given orientation. Since ℓ′e2 is
minimal, ℓ′e1 + ℓ′e2 < ℓ′e1 + ℓ′′e1 = ℓe, and hence in the given orientation we have an oriented path
v, w2, w1, u, v. We form the tropical Du divisor with degree −1 at v and 1 at u. Then, we have

D1 +D2 −Du = div(α)

where α has slope 1 from v to w2, slope 1 from u to w1, and slope 0 elsewhere7. If we normalize α
so that α(v) = 0, it follows that α(w1) = α(w2) = ℓ′e2 , and α(u) = 0. A similar calculation at the

other cones of J
b
shows that in general α(w1) = α(w2) = min(ℓ′e1 , ℓ

′
e2 , ℓ

′′
e1 , ℓ

′′
e2).

We now compare two models of extended Poincaré line bundles. By the bilinearity of the Deligne
pairing, we have

µ∗Θ− p∗1Θ− p∗2Θ = −c1(⟨L1, L2⟩)− c1(⟨L1,O(α)⟩)− c1(⟨L2,O(α)⟩)− 1

2
c1(⟨O(α),O(α)⟩) . (119)

7We are using here the convention that the multidegree of O(α) is −div(α).
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Since α(wi) = min(ℓ′e1 , ℓ
′
e2 , ℓ

′′
e1 , ℓ

′′
e2), using Lemma 5.5, the last three terms of (119) is

−min(ℓ′e1 , ℓ
′
e2 , ℓ

′′
e1 , ℓ

′′
e2)−min(ℓ′e1 , ℓ

′
e2 , ℓ

′′
e1 , ℓ

′′
e2) + min(ℓ′e1 , ℓ

′
e2 , ℓ

′′
e1 , ℓ

′′
e2) = −min(ℓ′e1 , ℓ

′
e2 , ℓ

′′
e1 , ℓ

′′
e2)

which is the negative of the class of the exceptional divisor E of J
b
C → JC × JC . The degree

of −⟨L1, L2⟩ has been calculated to be −1 on the exceptional P1s of J
(2)
C in Theorem 1.2. On

the blowup of the ordinary double point the line bundle µ∗Θ− p∗1Θ− p∗2Θ is thus represented by
−E −D, where D is the strict transform of one of the two Weil divisors that are not blown up

in the construction of the flop J
(2)
C → JC × JC . If B denotes the strict transform of one of the

adjacent Weil divisors to D, the divisor −E −D −B is rationally equivalent to 08; hence we have

P̃ = −E −D ∼ B

on the exceptional fibers of J
b
C → JC×JC . The divisorB does not get blown up in the complementary

flop J
µ
C → JC × JC , and so descends to a Cartier divisor on J

µ
C , where it has degree 1.

Proof of Theorem 1.5. By Proposition 9.12 and following the argument in Theorem 1.2, the derived
pushforward P := Rf∗P̃ is a maximal Cohen-Macaulay sheaf extending P . To show that P induces
an auto-equivalence we follow [6]. This follows from the cohomology calculation in [7, Theorem 1]
and the fact that π : X ◦

g → A′
g is a δ-regular family.

We adapt (33). The boundary A′
g \ Ag admits a natural two-to-one cover i : Xg−1 → A′

g \ Ag.
Consider the diagram

Xg−1 ×Ag−1 Xg−1 X ′
g|Xg−1 X ′

g

Xg−1 A′
g ,

p1
π

i

(120)

where p1 is the first projection. By [23], the boundary of A′
g is naturally identified with the dual

abelian fibration X∨
g−1. Here, we identified it with Xg−1 using the principal polarization.

If we restrict X ◦
g → A′

g to the boundary i, then it is a Gm-torsor over Xg ×Ag−1 Xg−1. Let q be
the projection from the torsor to Xg ×Ag−1 Xg−1.

Proof of Theorem 1.6. From Theorem 1.5, let F : CH∗(X ′
g)

∼=−→ CH∗(X ′
g) be the Fourier transform

and F−1 be its inverse with the normalization as in (40) and (41). By the same argument in
Proposition 5.2, we get [e] = F−1(1). Let E := π∗Ω

1
π,log be the Hodge bundle. By [24], c(E)c(E∨) = 1

still holds. The Todd class of the residue sheaf Rπ has the same formula as in Proposition 4.6
with the normal bundle of the codimension two stratum calculated in [23]. Proposition 9.3 and
Proposition 9.9 applied to the inductive structure in Section 9.3 give the result.

Theorem 1.6 coincides with [32, Theorem 1.1] over X ◦
g . After pulling back Theorem 1.6 along

the unit section, we recover [23, Theorem 1.1].
For more degenerate families π : X g → Ag, such as Alexeev’s compactification [3, 58], the

singularities of X g ×Ag
X g get more complicated, and δ-regularity breaks down. It remains an

interesting question whether we can generalize our construction to such degenerate abelian schemes.

8For instance, if we take (0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1) as the four vertices of the square, D the bottom right
vertex, B the bottom left, then −E − D − B is the divisor of the character e∗2 − e∗3, where e∗i are the standard
coordinates of Z3.
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